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Introduction 

The optimal control theory suggests general methods for a design of systems ac
cording to a given quality criterion. Despite of the existence of general approaches, 
a complexity of real systems still demands an elaboration of special methods with 
account for specific features of a concrete type of problems. 

Problems of the oscillatory systems' control form a special class. The suggested 
book deals with the two aspects: an initiation of optimal oscillatory (and, in 
particular, periodic) regimes and a study of possibilities of oscillatory systems' 
control for random Disturbances. 

Problems of the oscillation control were analyzed in the books of Tchemousko, 
Akulenko and Sokolov [134], Plotnikov [Ill], Troitsky [125] and in numerous 
articles (see a detailed list of references in [ 135]). The main investigation method 
for deterministic oscillatory systems was the Pontryagin maximum principle in 
combination with asymptotic methods of the oscillation theory. However, an utili
zation of the maximum principle is connected with considerable difficulties linked 
with the high order of such systems. Thus, a control problem for the system with n 
degrees of freedom needs a solution of the boundary-value problem with 4n 
equations. In a general case the problem is complicated by the presence of non
linear links, and in the analysis of vibroimpact systems - by the conditions of 
speed discontinuity. 

At the same time, in real control problems the main constraints and functional 
depend, as a rule, on the movement of one or of some characteristic points of the 
system and do not contain all the generalized coordinates. For instance, in a con
trol of a manipulator it is necessary to realize an optimal trajectory of an actuator, 
and constraints for a drive are not introduced. In a vibroimpact protection design, 
displacements and accelerations of one or some points of the object are minimized 
or limited, while the structure of the object can be determined only experimentally 
(by dynamic compliance for some frequencies). and not be described by ordinary 
differential equations. 

In this case another method - based on the description by integral equations of 
periodic regime - is more suitable for the analysis of the periodic movement. A 
reduction of the problem of the periodic analysis to a study of integral equations of 
Hammerstein-type was suggested by E.N. Rosenwasser [115,116]. In this ap
proach one or several equations for coordinates under study can be separated, and 
the control problem can be reduced to the minimization problem for a functional 
with constraints in the integral-equation form. Still, a number of equations is de
termined not by the degree offreedom but by problem's constraints. 
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2 Introduction 

Chapter I treats the basic principles of the integral equation method, to the for
mulation of the maximum principle and the solution of several problems of the 
periodic movement control. This method is found to be effective also for a solution 
of the problem of an optimal high-speed action, where the movement is consid
ered at a finite time interval and does not possess a repetition property. Each pro
cess determined for a finite time interval is expandable into Fourier series for this 
interval. So, each movement can be described by an integral equation of the pe
riodic regime for the interval under study, and the problem of the high-speed ac
tion can be reduced to the one of the periodic control. 

Chapter 2 consider an application of these results to control problems of vibro
impact systems. A description of periodic regimes of such systems by means of in
tegral equations was suggested by M.Z. Kolovsky and V.I. Babitsky [16,23]. The 
integral equation method was found to be especially effective in those control 
problems, where the use of traditional schemes was complicated by the necessity 
of an account for conditions of an impact and speed discontinuity. Thus, the con
trol problems for systems with one degree of freedom at impact were mainly 
studied [ 16, 67]. An optimization procedure based on integral equations is not 
linked with discontinuity conditions and does not depend on the dimension of a 
linear part of the system, but is determined by a control number and the character 
of problem's constraints. 

In Chapter 3 the control problems of systems with weak control are considered. 
Here, sufficient effects can be achieved by means of the weak control excitation. 
The features of the solution of high-speed-action problems in such systems are 
shown, the optimal periodic regimes are obtained. 

The main theorems of the maximum principle and of the averaging method used 
in Chapter 3 are given in Appendix. 

Chapters 4 and 5 deal with the study of oscillatory systems with random distur
bances. 

In extensive literature on the control of stochastic systems, it is usually consid
ered that the disturbance is either a white noise or a result of its transition through 
the filter, and that the system thus can be described by means of Ito's stochastic 
differential equations. Such considerations allow the formulation of dynamic pro
gramming equations and the suggestion of the control method. Still, an assumption 
about a Markov character of the excitation requires an unjustified detailing of its 
description for the solution of applied problems and causes a considerable compli
cation of the problem. Even for the most simple case of the excitation in the form 
of a stationary process with the rational fractional spectral density, the motion 
equations should be supplemented with the filter equations. In such a case the 
system's dimension grows and the computational difficulty linked with a solution 
of the problem of dynamic programming sharply increases. At the same time, it 
was shown in the works of R.L. Stratonovic [120, 121], R.Z. Has'minskii [131, 
132], which where later developed by H.J. Kushner [179] and others, that for 
definite assumptions on the disturbance character - not necessary of a Markov 
type - a solution of the system with disturbances is approximated by a diffusion 
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process, i.e. by a solution of the averaged system of Ito's equations. 
In Chapter 4 the basic principles of the diffusion approximation method are 

given, while Chapter 5 deals with its application to control problems. The main 
idea is a replacement of the initially perturbed system by a limit diffusion one and 
the formulation of an optimal control for trajectories of the limit system. Quasi-op
timality of the found control with respect to the initial system is proved. 

The main material of the book is based on some assertions of the optimal con
trol theory and the disturbance theory. The information necessary for understand
ing is given in Appendix. 

All the theoretical propositions of the book are illustrated by examples with 
exact mechanical context. Let here also note, that the main content of the book is 
mathematical foundations, applications of which are not limited only to given 
model examples. 

Some of results of this book were discussed by the author with V.I. Babitsky, 
V.Sh. Burd, V.F. Zhuravlev, A.A. Pervozvanskii. The author is very grateful to all 
of them for their advises and critical comments. The author is especially indebted 
to her teacher M.Z. Kolovsky, without advises and support of whom this book 
would not be written. 
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1 Optimal Periodic Control. The Integral 
Equations Method 

The quality of mechanism's functions is usually characterized by demands to the 
motion of some of its points. Main restrictions which should be accounted in 
design of guided mechanisms and vibroimpact systems are formulated in [36,83]. 

Thus, a programmed position control realized in various transporting systems 
including robot-manipulators should ensure a displacement of an actuator to a 
given point in a fixed (or minimal) time. In other words, a motion law for all ele
ments of a system with several degrees of freedom should be determined by the 
actuator motion. The design aim of optimal vibroimpact systems is a minimization 
of displacements or accelerations of some characteristic points of the object 
(device, mechanisms, etc.), the structure of which could be characterized only by 
experimental data (dynamic compliance at definite frequencies). 

Thus, the quality of guided systems is characterized by the motion of several 
points, a number of which is usually less than a degree of freedom of the system. 
In traditional formulations of periodic control problems, the system dynamics is 
described by differential equations, while periodicity conditions are treated as ad
ditional relations linking generalized coordinates and velocities at the begin and 
end of the period. The maximum principle which was directly formulated for pe
riodic problems in [ 160] serves as a necessary condition. Such formulation does 
not differs, as a matter of fact, from the traditional problem of functional mini
mization, and demands the solution of a system of equations of the maximum 
principle, in which boundary conditions have the form of periodicity conditions. 
Here, for a system with n degrees of freedom, the system of 4n equations should 
be solved, no matter what generalized coordinates are in the functional and con
straints of the problem. 

At the same time, another method of description of periodic movements is pos
sible which is not linked with traditional differential-eqation form and which al
lows us to separate motion equations for one or several generalized coordinates. If 
a system contains a linear part (this condition is usually always fulfilled for 
mechanical systems), then its motion can be described by integral equations of 
periodic movement [115,116]. The kernels of these equations are determined by 
the linear part of the system. This method is especially effective in problems of the 
optimal control, if constraints and the functional of the problem depend on a 
trajectory of one characteristic point or of actuator. Here, one integral equation of 
periodic movement can be often singled out for a certain coordinate, independent 
of the system's degree of freedom, and the optimal control problem can be reduced 
to minimization of respective functional with constraints in form of integral 
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equations. 
This Chapter is dedicated to the method of integral equations for solution of 

optimal periodic control problems. 
In Section 1.1 necessary information on dynamic characteristics of oscillatory 

systems is given. 
In Section 1.2 general ideas of the integral equations method are presented, 

integral equations for periodic motions are formulated, and the main properties of 
kernels are discussed. 

The subsequent material is directly connected with optimal control problems. In 
Section 1.3 necessary conditions of optimality for periodic regimes are formulated; 
different types of constraints for trajectories and control in periodic control 
problems are analyzed. 

Examples of problem solution for periodic control are given in Sections 1.4 and 
1.5. In Section 1.4 linear stationary systems are studied. The detailed analysis of 
the linear system for a quadratic criterion is carried out. The analytic solution for 
this problem is given in the form of the programmed control. 

In Section 1.5 problems of an optimal high-speed action for linear problems are 
analyzed. The method of reduction of such problems to periodic control problems 
for movements with non-stationary period is proposed, conditions for deter
mination of the optimal oscillation period are given. Problems of organization of 
the cyclic movement, characteristic to manipulators transporting loads in a con
veyor system are of main interest. In such a case the system moves in the load 
direction and returns into initial state without load, i.e., with different dynamic 
characteristics. The way for design of the optimal high-speed control for each part 
of the cycle is proposed, the main relations for a cycle duration are obtained. 

In Section 1.6 optimal periodic control problems for non-linear and non-sta
tionary systems are studied. The systems are considered to be close to linear sta
tionary ones. The scheme of successive approximations is given and the error es
timation for the determination of trajectories and control parameters for this 
scheme are discussed. 

1.1 
Linear Systems, Basic Definitions 

1.1.1 
General Concepts and Definitions 

For a study of mechanical systems of complicated structure it is suitable to use the 
concepts of the control theory. A deviation from the traditional treating of the os
cillation theory as a part of the theory of differential equations permits a deeper 
understanding of the main properties of mechanical control systems, including also 
the systems described by differential equations. Besides, the use of transfer 
functions makes calculations more compact, and respective results can be more 
easily interpreted. A consequent treatment of the theory of mechanical oscillations 
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in terms of transfer functions is given in monograph [83]; a series of subsequent 
studies on dynamics of machines and a theory of active vibroprotective systems 
[ 16, 36, 128] approve the effectiveness of such an approach. 

Each linear system is an idealization of a real object. This type of systems was 
thoroughly studied thanks to a wide spectrum of their applications. Let us mention 
some properties of linear continuous systems [60]. 

Dynamics of the system is described as 

L(p,t )y = M(p,t )u, 
L(p,t) =a. (t )p" + ... +a0 (t), (l.l) 

M(p,t)= bm(t)pm+ ... +b0 (t), 

where p = d I dt is a differentiation operator. In a general case, y and u are vector 
values and coefficients ai and bi are matrices of respective order. 

Let us analyze in details a particular case: a one-dimensional system, i.e., y and 
u are scalars and n > m. Then a system's response can be presented in the form of 
a sum of responses at a zero input y0 (t) and a zero initial state y. (t) : y. (t) = 

Y0 (t)+ y.(t). 
Here Yo (t) is a solution of a homogeneous equation 

L(p,t)y = 0 

with a fixed vector of initial conditions s(t0 )={y(t0 ), ••• ,y(n-J)(t0 )}; a function 

Yo (t) can be presented in a form 

Yo(t) = ~> At,t0 )y(j-J)(t0 ) = ( H(t,t0 ),s(t0 )), 

j~l 

where { H(t,t0 ) = h1 (t ,t0 ), ••• ,h. (t,t 0 )} is a vector of the basis function. Functions 

hAt,t0 ) form a linearly independent system of solutions of the homogeneous 

equation 

with initial conditions: for f = t0 

d'h 
__ l =0, i=O,l, ... ,n-1; 
dt' 

i :t: j -I, 

The function h. (t) satisfying initial conditions: for t = t0 

dihn =0, 
dt' 

i = O,l, ... ,n -2; 
d"-1h 
___ n =I 

dtn-1 ' 

(1.2) 

(1.3) 
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is called a Cauchy function of the system; the Cauchy function is interpreted as a 
response of a system 

L(p,t)h. = u 

to an impulse excitation u = c5{t- t(}+.) for zero initial conditions (here c5(t) is a 

Dirac function [43,70,137]). 
The solution of Eq. (1.1) at zero initial conditions has the form 

I 

y. = J h(t,s )u(s )ds. (1.4) 
t, 

The kernel h(t,s) is called an impulse transition/unction of a closed system and 

can be determined as a response of the system ( 1.1) to an impulse excitation of the 
kind u = c5(t- t(}+.). If M(p,t) = 1, then h(t,s) = h.(t,s). 

If coefficients ofEq. (1.1) do not depend on t then basis functions hAt,t0 ) and 

the impulse transition function hit,t0 ) of the system depends only on the differ

ence of the variables 

hj(t,t0 )=hAt-t0 ), J=l, ... ,n, 

h{t,t0 ) = h(t-t0 ), 

and the solution of the system (1.1) can be written in the form 

• t 

y(t )=~)At- t0 )Y(j-l){t0 )+ J h(t -s)u(s)ds. 
j•l to 

1.1.2 
Transfer Function of Linear System. Stable and Physically Realizable 
Systems 

A concept of physical realizability is very important for practical applications. A 
system is called physically realizable when its response (1.4) at the moment t 
depends only on current (for s = t ) and past ( s < t ) input values and does not 
depend on its future ones s > t . This means for a stationary system that the system 
is physically realizable only then and only then, when the impulse transition 
function h(t) turns into zero for t < 0 : h(t) = 0 for t < 0 . A condition of 

physical realizability of a non-stationary system is reduced to a demand h(t, s) = 0 

for s > t. 
Consider h(t) to be the impulse transition function of the stationary physically 

realizable system. Then a Laplace transform 
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~ 

H(p) = f h(t )e-pt dt, (1.5) 
0 

or, in other fonn, 

~ 

H(p)= Jh(t-s)e-p<t-slds 

is called a transfer function; for the physically realizable system h(t- s) = 0 for 

t < s. 
In a general case of a non-stationary system with the impulse transitive function 

h(t,s) the transfer function depends on time: 

~ 

H(p,t) = J h(t- s)e-p(r-slds; 

for physically realizable system h(t,s) = 0 for t < s. 
For a system 

L(p )y = M(p )u 

a transfer function has a fonn 

H(p)= M(p) 
L(p) ' 

and an impulse response can be found as the inverse Laplace transfonn (1.5). 
Eq. (1. 7) can by written with the help of the transfer function as 

y=H(p)u, 

(1.6) 

(1.7) 

(1.8) 

(1.9) 

and the system can be schematically presented in the following fonn (Fig. 1.1 ). 
Eq. (1.2) describes the system's response for a zero initial state. For a stationary 
system this response is presented by a convolution 

I 

y. = J h(t-s)u(s)ds. 

The transfer function connects a Laplace transfonn of input and output 

Y.(p)= H(p'p(p), 

where Y.(p) and U(p) areLaplacetransfonnsofthefunctions y.(t) and u(t). 
A distribution of poles of the transfer function allows us to estimate the sys

tem's stability. Now recall the main definitions. 
A system described by the equation 
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--u~~~~ --H-(p_) __ ~--y~~ 
Fig.1.1 

L(p,t )Yo = 0 

is called stable, if a vector of its states s(t) = { y0 (t ~ ... , y;-1 (t )} is bounded for an 

arbitrary initial state s(t0 ). If also 

Iims(t)= 0, 
1--+0 

then the system is asymptotically stable. If a linear system is asymptotically stable, 
then all the solutions of the full system 

L(p,t)y = M(p,t)u 

are bounded when the excitation f = Mu is also bounded. 

For the asymptotic stability of the system ( 1.7) it is necessary and sufficient that 
all the solutions of the characteristic equation L(p) = 0 are in a left half-plane. 

Various criteria of the asymptotic stability are given in a vast literature on the 
automatic control. 

1.1.3 
Steady and Periodic Solutions of a Linear System 

Let us introduce a concept of a steady state and of a steady response for a linear 
system [60]. 

A steady state of the system (at a zero input) is a limit ( t ---too) state y, which is 
reached by the system at the zero input and which does not depend on the initial 
state s(t0 ). For the systems under study, the limit state 

Y = ~~s(t), s(t)={y0 (t~ ... ,y~-1 (t)}, 

where y0 (t) is a solution of the homogeneous equation 

L(p,t)y = 0 

for the initial state s(t0 ). It is evident that for asymptotically stable systems there 



www.manaraa.com

1.1 Linear Systems, Basic Definitions II 

exists the unique steady state y = 0 . If the system is not stable or is non-asymp
totically stable, then it is impossible to determine the limit which is independent of 
initial conditions. 

The steady response of the system is determined in the following way [60]. It is 
considered that the initial state s(t0 ) coincides with the steady state y and the 

initial moment t0 -7 -oo • The response to input, determined as described above, is 
called the steady response. The physical meaning of such a definition is following: 
all transition processes which start at t0 -7 -oo fade and the system's motion 
"steadies". 

It is evident, that the concept of the steady response has sense for a linear 
system only in such a case, when the system is asymptotically stable and y = 0. 
Owing to y = 0 , there exists a steady response 

I 

y(t)= J h(t,s)u(s)ds. 

If the system is stationary, h(t,s) = h(t- s), then its response can be trans

formed to 

~ 

y(t)= J h(s)u(t -s)ds. 
0 

A transfer function of the asymptotically stable system can be determined by 
means of a steady response of the system to the excitation eP' . Indeed, considering 
u(t) = eP' in Eq. (1.6), we get 

~ 

y(t)= eP' J h(sypsds = eP' H(p). 
() 

It follows, in particular, that the steady response of the system to the excitation 
e;~ 

y(t) = e;ox H(iw) (1.1 0) 

Is also a periodical function with a period of T = 2rcfw. A complex function 

H(iw) is called a frequency characteristic of the system. 

If a stationary system is not asymptotically stable, then Eq. ( 1.1 0) still keeps its 
meaning: if u(t) = e;ox and L(iw) "#- 0, then there exists a periodical solution of 

the system ( 1.4): Yr = e;ox H (iw). This can be easily approved by the substitution 

of u(t) = e;ox and Yr = H(iw )e;ox in Eq. (1.4). The periodical solution should not 

be considered as a special case: it is a partial solution of the non-homogeneous 



www.manaraa.com

12 1 Optimal Periodic Control. The Integral Equations Method 

equation which satisfies initial conditions yU-O(o) = (iw ( 1 H(iw ),j = 1 , ... ,n. 

If the excitation has a form of the sum of harmonics 
N 

u(t)= ~uke;"'•', 
k=l 

and L(iwk) "# 0, then there exists a polyharmonic solution 

N 

y(t) = ~ uk H(iw k )e;"'•', (1.11) 
k=l 

which contains the same harmonics. This expression can be considered as a partial 
solution of the non-homogeneous equation for definite initial conditions. The 
steady solution for the asymptotically stable system coincides with the obtained 
polyharmonic one. 

1.1.4 
Dynamic Characteristics of Mechanical System 

The concepts of input, output and transfer function have a physical meaning for 
mechanical systems. Consider an arbitrary mechanical system (Fig. 2} with applied 
forces Fk (t) ; the projections of these forces to the coordinate axis form a 3k-

dimensional vector F(t). Let s1(t). ... ,£,(t) be displacements of system's points, 

caused by the applied excitation. 
The number of independent co

ordinates S; (t) which determine the 

system's position in space is called a 
degree of freedom and the vector 
s(t) is called a state of the system. 

If the initial sate of the system 
s(to) and equations linking the ap

plied forces and displacements are 
known, then it is always possible to 
determine the state of the object at the 

Fig.1. 2 moment t. 
For formulation of the equation, a 

dynamic model of the system should 
be chosen (i.e., objects should be presented as a set of inertial, elastic, and 
damping elements) and a structure of control system should be known. Such a 
subdivision into elements can not be always performed. Besides, the model choice 
should depend on the excitation: the wider is the excitation band and the higher are 
the frequencies that it contains, the larger number of degrees of freedom should 
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have the model system. Furthermore, not always all the displacements linked to a11 
degrees of freedom are of interest: The system's behavior is estimated, as a rule, 
by the movement of some of its points. For simplification of the description, a 
concept of operators of dynamic stiffness and dynamic compliance [83] linking 
forces and displacements of various points are introduced. 

Suppose that linear equations of the system's movement can be formulated as a 
dependence of the state of the system ~ = {~1 , •••• ~.} on applied forces 

F = {F,, ... ,Fm}, and that these equations can be transformed to 

~ = L(p )F , g i = f I jk (p )F. , j = I , ... ,n. 
k=l 

The operator L(p) is a matrix transfer function of the system; I ft (p) are the 

elements of the matrix L(p) . 

Let all the forces but one - F, (t) - be equal zero. Then the relation between a 

force applied at the point A, and a displacement of the point A i 

(1.12) 

is expressed by an operator I;( p) . The operator l jr ( p) is called the operator of 

dynamic compliance, and the inverse operator 

(1.13) 

is called an operator of dynamic stiffness of the system [83]~ 
If p = iw then the frequency characteristics d jr (iw) , l jr (iw) are called dyna

mic stiffness and dynamic compliance at this frequency. These characteristics can 
be obtained experimentally. 

Let the force F(t) be applied at some point A, and consider that v(t) is a 

projection of this point's displacement to the force direction. Characteristics 
d A (iw), l A (iw) linking the force F and displacement v are called the dynamic 

compliance and dynamic stiffness at point A [83]. 
An analysis of a transition process in the system is reduced to a solution of Eq. 

(1.14) with account for initial conditions, and this problem is in principle equiva
lent to the solution of the full system of state equations. At the same time, if the 
force F, (t) is changed according to a harmonic law 

F, (t) = F0, COSCIN, 

then for a steady response one can get (accounting for Eq. ( 1.11 )) 

gir)=goj cos(cot+cp i)' (1.14) 
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where Soi = 111, (iw ~F0,, (/' i = arg l jr (iw). 
Let us describe some general properties of dynamic characteristics [83]. The 

movement equations for a general case of a stationary linear mechanical system get 
the form 

D(p)x = F(t). (1.15) 

Here D(p) is a matrix of dynamic stiffness with elements 

Mrq• n,q, , Crq (r, q = l, ... ,n) are coefficients of positively determined quadratic 
forms 

characterizing the kinetic energy, dissipative function and potential energy of the 
syst'!m, respectively [42].1f dissipation in the system is small, then all the elements 
n,q are sma1l values. 

The coordinate xk can be expressed in terms of respective components of the 
matrix of dynamic compliance: 

n 

xk = L,zkj(p)Fj (1.16) 
i~l 

Here 

(1.17) 

where RkiP) is an algebraic complement of the element d kAP) of the dynamic 

compliance matrix D(p), A(p)=detD(p). The expressions A(p) and Rki(p) 
are polynomials of p of the order nand not higher than 2n-2, respectively. 

Let us re-write Eq. (1.15) in main coordinates. Then [42] 

z, + ~)rqZq + Q~z, = u,(t), (1.18) 
q~l 

where z, = IA,qxq, u, = IA,qFq(t). Here Q, are the eigenfrequencies of a 
q~l q~l 

conservative system, A,q are coefficients of the r-th form of oscillations, the values 
b,q are small. The characteristic equation of the system then get the form 
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p2 +bllp+O.~ b •• P 

ll(p)= 
b2lp p2 +b22p+0.~ b2nP =0. (1.19) 

b •• P b.2P p2 +b •• p+O.! 

By opening the determinant and neglecting the products of small coefficients, the 
expression for the roots of the characteristic equation can be obtained 

(1.20) 

If a harmonic excitation Fi = F;) cos(J)t is applied to the system, and Fk (t) = 0 for 

k -:t: j, then it follows from Eq. (1.16) 

xk (t) = !IkAiw ~F0 cos((J)t + (/) k), 
(1.21) 

It is clear that 0. i are resonance frequencies of the system: for w = n i a small 

multiplier 2ri0. i appears in a denominator of ( 1.17), ( 1.21 ). It means, that a 

dynamic compliance modulus becomes large and the amplitude of oscillations 
sharply increases. 

1.2 
Periodic Green's Functions and Periodic Motions of 
Linear Systems 

1.2.1 
Periodic Regime of Linear Systems 

Let H (p) be a transfer function of the stationary system (I. 7) 

y = H(p)u, H(p)= M(p)jL(p), 

u(t) is a periodic input signal, u(t) = u(t + T). 
Each periodic system can be confronted with its Fourier series [ 43, 137] 

~ 

u(t) oc L uk ek;., , w = 2rr I T , 
k=-

I T . 
uk =-J u(t )e-t."" dt . 

To 

(1.22) 

(1.23) 

A Dirichlet theorem is true: If the function u(t) is piecewise continuous on the 

interval [O,T] and has only finite number of discontinuity points in this interval, 

then its Fourier series is converged to the sum u(t) in each point of continuity and 
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to the sum [u(t + 0)+ u(t- o)V2 in each discontinuity point. Hence, if the function 

u(t) is continuous, then the series converges, and Eq. (2.23) is the strict equality; 

if the function is not continuous, then the equality is possible only in points of 
continuity. 

The definite meaning of diverged Fourier series can be considered in terms of 
the theory of generalized functions [ 137]. Let us study a periodic generalized 
function, important for following applications: 

.. 
or(r)= L,o(r-kT), (1.24) 

k-==-oo 

which presents a periodic sequence of impulses (Fig. 1.3). A formal Fourier series 

I I I I 

-2T -T 0 T 2T 

Fig.1.3 

of this function [137] 

or (t) oc _!_f. eki«r 

T *=-
(1.25) 

diverges, naturally, in each point. Still, all the properties and operations, which are 
determined for (1.24) remain in a case of the replacement of or (t) by its Fourier 

series [147]. Below, an equality sign is used in a case of a function replacement by 
its Fourier series, understanding an equality in a generalized sense. 

The following statement holds: 
Theorem 1.1 [115]. If there is no pole p = kiw ( w = 2TC/T) among the roots of 
the function L(p), then the T-periodic response of the system (1.22) to the exci
tation u(t) = u(t + T) can be described by the equation 

r 
Yr(t)= J X1(t-s)u(s)ds, (1.26) 

0 
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where 

X 1 (t) = _!_ f H(kiw fi;r,x 
T k--

(1.27) 

is the periodic Green's function ofthefirst kindfor the system (1.22). 
It is sufficient for the formal proof to substitute (1.27) into (1.26) and to com

pare it with (1.11). The detailed proof of the Theorem 1.1 is given in [liS]. 
Replacing the last integral by its Fourier series uko the desired equality can be 

obtained. 
If the system is asymptotically stable, then the obtained solution coincides with 

a stationary response. According to (1.10), the stationary response of the system 
(1.22) to the periodic excitation (1.23) can be written in the form 

I~ ~ . 
y(t) =-J h(s) ~uketrw(t-s)ds. 

To k=-

If the series converges, then, replacing the order of summation and integration, we 
can get 

1.2.2 
Main Properties of the Periodic Green's Function 

In principle, each periodic solution can be presented as a Fourier series. Still, it is 
more convenient to get the reasonable practical estimations, when a closed 
presentation of the function and a description of the periodic solution are reduced 
to calculation of the integral ( 1.26 ). 

A detailed investigation of properties of the periodic Green's function is given 
in [115,116]. For the problems of the theory of oscillatory systems, only some of 
these properties, necessary for a solution of several equations, are essential. 

Comparison of ( 1.25) and ( 1.27) shows, that the function X 1 (t) can be inter-

preted as a periodic response of the system ( 1.22) to the excitation or (t). 
For a system with a fraction-rational transfer function H(p)= M(p)/L(p), the 

series (2.27) can be presented in a closed form [99]. Let M(p) = bmpm+ ... +b0 , 

L(p)= p" +a._1p"-1+ ... +a0 • If m <nand all the roots of the function L(p) are 

simple, then the function H(p) can be expanded into simple fractions 

L'(p,) = [~L] 
p p=p, 

(1.28) 

i.e., 
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XI (t) =..!._f. H(kiw }!kiOJt = ..!._ f ~(p,) f. . ekiOJt 

T k=- T r=l L (p,) t=- k1W- p, 
(1.29) 

with a demand p, :;:. kiw. 

The inner series can be calculated. As far as a Fourier series 

( ) I ~ ep,r -I kiOJt 
g t =- £... . 

T k=- p, - klW 
(1.30) 

corresponds to a periodic function g(t) introduced for the interval 0 < t < T by 

the equation 

(1.31) 

then, comparing expansions for X 1 (t) and g(t), we note that the function X 1 (t) 
can be presented as 

O<t<T (1.32) 

(the index Tis omitted below). 
The periodic regime determination can be reduced to the calculation of the 

integral (1.26), expressing X 1 (t) in the finite form (1.32). It is necessary to re-

member that the presentation of X 1 (t) in the form of ( 1.32) leads to periodic so

lution for the interval 0 < t < T ; for t > T this solution gives a respective periodic 
extension. 

If Pp····P, are various roots of the equation L(p)=O and vl' ... ,v, are their 

multiplicities, 
I 

l:v, =r, 
.s=l 

then the expansion of the function H(p) into simple fractions has the form [99] 

H(p)= M(p) = ±t C;k k ' (1.33) 
L(p) i=l k=l (p- P;) 

(1.34) 

and the sum of the periodic Green's function for the interval 0 < t < T is the finite 
relation [99,115] 
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' v, C;k [ dk-l eP' ] 
X -~~ O<t<T. 

I - f-~ (k -J)! dpk-l )- epT ' 
1-1 k-1 p=pi 

(1.35) 

Let us demonstrate some general properties of the periodic Green's function, 
resulting from its presentation by the Fourier series. 

If m < n -l , then the function X 1 (t) is continuous, if m = n -1 , then X 1 (t) 
has discontinuities of the first kind in points t = kT. The proof of this proposition, 
common for all Fourier series, can be found in multiple books (see, for instance, 
[ 137]): It is expedient to give here only a relation for a discontinuity value 
ll = x.(r)- x. (o) (strictly saying, it is necessary to write ll = x.(r_ )- x.(o+) ). 

From (1.32) we have 

~ M(p,) 
x.(o)- x.(r)= !:t L'(p,) , 

where 

M(p)= bmpm+ ... +b0 , L(p)= p" +a._1pn-l + ... +a0 • 

Such sums can be presented by coefficients of the polynomial L(p) [99] 

• p' {I S = n -1 2:-, _r - = ' < < ' 
r=• L (p,) 0,0- s _ n- 2, 

i.e., 

(1.36) 

(1.37) 

Furthermore, the equation (1.37) holds also for a general case of even roots [115]. 

Let us formulate the form of X 1 (t) for a mechanical system with one degree of 

freedom: 

i.e., L(p)= p 2 +2bp+0.2 , M(p)=l. 

If b2 >0 2 ,then p 1_2 =-b±b1 , b1 =.Jb2 -Q2 , 

(t) = e-br sh b.t + sh b1 (T- t )e-br 
XI b. l+e-2bT_2e-brchb.T. 

If b2 < 0.2 , p 1_2 = -b± i0. 1 , 0. 1 = .Jn2 - b2 , then 

( ) e-br sin01t +sin 0 1 (r- t )e-br 
x. t = 

Q 1 )+e-2" 1 -2e nT COS01T 

(1.38) 

(1.39) 

(1.40) 
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t Q- 0,5 

t fJ = 1,5 

Flg.1.4 

In particular, if b = 0, then 

y +Q2y = u, 

1 cosn(t-T/2) 
X1 = 2Q sin(QT I 2) ' 

O<t<T (1.41) 

The graphs of the function 
X 1 {t) are presented in Fig.l.4 for 

T = 21r and Q = 0.5; 0.75; 1.5. 
Suppose that a system with n 

degrees of freedom has only 
oscillatory elements, i.e., 

L(p)= IT(P 2 +n~} 
r=l 

M(p)= Pmll(P2 +r!} 
r=l 

m~n-1. 

Then the following presentation of the periodic Green's function of the oscillatory 
system results from (1.32) and (1.41): 

" Ii (r! -Qn cos(n (t- T 12)] 
x,{t)= PmL q=•. ' 

s=l 2Q, n •(n~ -nn sin(n,T 12) 
0 < t < T 12. (1.42) 

r=l.r,.ts 

1.2.3 
System's Response to the Excitation with the Half-Period Sign 
Change. Periodic Green's Function of the Second Kind 

The case when a disturbance u{t) has only odd harmonics 

(t) _ f. e(2k+l)i ... 
u - L.."2k+l 

k=-uo 

and changes its sign after the half-period 

u(t+ T 12)= -u(t), u(t)= u(t+ T) 

(1.43) 

is of interest for applications. Substituting (1.43) into (1.26), a periodic response 
of the system to the disturbance of the type ( 1.43) can be expressed as 
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T T/2 

Yr(t)= Jx~(t-s}t(s)ds= f[x 1 (t-s)-X 1 (t-TI2-s)~(s)ds. (1.44) 
0 

It follows from ( 1.27) that 

X1 (t )- X1 (t- T I 2) = 3_ i:n((2k + 1)iw )exp((2k + 1)iwt )= X2 (t ). (1.45) 
T t--

The function X 2 (t) is called a periodic Green'sfunction of the second kind [115]. 

The equality 

X1(t-T I 2)= X1(t+T I 2) 

follows from the periodicity of X 1 (t). It means that 

x2(t)= x~(r)- x~(r-T 1 2)= x~(r)- x~(r+T 1 2). (1.46) 

Thus, the periodic response to the disturbance u(t) changing its sign after the half

period can be described by 

T/2 

Yr(t)= Jx2(t-s}t(s)ds, O<t<T/2 (1.47) 
0 

It is obvious from the formal considerations, that the periodic Green's function of 
the second kind can be interpreted as the response of a linear system to the 
sequence of impulses, which change their signs after the half-period (Fig. 1.5): 

o2 (t)= sr(r)-sr(r -T 1 2). 

or, according to (2.25), 

8~ (r) = 3. 'i>(2k+l)i., 

T *=-
(1.48) 

As was discussed in Section 1.2.2, the reduction of the periodic solution to the 
convolution (1.47) is expedient, when the kernel X 2 (t) can be presented in a 

closed form. Summing the series ( 1.45), we get 

(1.49) 

if the poles p, of the function are simple, and 

I v, C dk-1 [ pt ] 

X 2 = ~ ~ (k ~ 1)! dp*-1 1-eepT/2 ' 
r-1 k-1 p=p, 

O<t<T/2, (1.50) 
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I 

-T 

-T/2 
I 

0 

Fig.1.5 

Tl2 
I I 

T 

if the poles are multiple. Coefficients c,k in (1.50) have the same sense as in (1.34). 
For the periodic extension to t > T I 2 , the obvious property 

X2 (t)= X2 (t+T), 

X2 (t+T I 2)= -X2 (t) 

is used. 
For a system with one degree of freedom 

y + 2by + Q 2 y = u 

the periodic Green's function of the second kind can be presented in the form, 
analogous to ( 1.39)-( 1.41 ): 

for b2 > Q 2 , b1
2 = b2 - Q 2 

e -bt sh b t + e -h712 sh b (t - T I 2) 
X (t) _ I I 

2 - b I+ e-bT- 2e-b712 chb T ' 
I I 

(1.5I) 

e-h• sinQ t+e-h712 sinQ (t-T 12) X (t)= I I 
2 b I+ e-hT- 2e-h712 cosQ T 

I I 

(1.52) 
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for b=O 

1 sinO(t- T I 4) 
X2 = 2Q cos(QT I 4) ' 

O<t<T/2. 

For a system, containing only oscillatory elements, 

L(p)= IT(P2 +Q;~ M(p) = PmiT (P 2 + r! ). 
r=l r=l 

we have in analogy with (1.42) 

O<t<T/4 

1.2.4 

(1.53) 

m$;n-I, 

(1.54) 

Integral Equations of Periodic Oscillations of Non-linear Systems 

The method of integral equations can be also expanded to systems with non-linear 
elements. For the sake of briefness let us limit considerations to the case of the 
system, dynamics of which is described by the equation 

D(p )x = Jld(p t g(t,x )]+ R(p )u. (1.55) 

Here D(p) is an operator of dynamic stiffness of the linear part of the system, 

R(p) is a transfer function of the control, the function g(t,x) and operator d(p) 
reflect the effects of non-stationary and non-linear links in the system, Jl. is a 
parameter. 

Let u(t) and g(t,x) be the T-periodic excitations, generating in the system 

(1.55) aT-periodic regime. Supposing, that the system is non-resonant, i.e., 

D(kiw) # 0, R-1 (kiw) # 0. d-1 (kiw) # 0 

for w = 2tr IT, k = 0, ±1, ±2, ... Using the same scheme as in the case of the 
linear system, let us write the integral equation of the periodic regime in the form 

T T 

x(t)= f x,(t-s)u(s)ds+ JJ.f xf(t-s)g(s,x(s))a's. (1.56) 
0 0 

where x,. xf are periodic Green's functions of respective elements of the system 
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(1.57) 

xf(t}=_!_ f,v- 1(kiw}d(kiw}lK<K . 
T,.=-

An attempt to obtain an analytical solution for a non-linear problem fails, as a 
rule. The existence conditions for the T -periodic regime and approximated 
methods of solution of equations (1.55) are discussed in [115]. 

1.3 
Necessary Conditions of Optimality for Periodic Regimes 

We now consider the systems, dynamics of which is described by equations of the 
type (1.54). It is necessary to find a piecewise continuous periodic control 
u(t} = u(t + T) minimizing some quality criterion for T-periodic trajectories of the 

system. Periodicity conditions allow us to describe the system movement by an 
integral equation of the type (1.56), or, in a more general case, by the equation 

T 

x(t)= Jx 1 (t-s}f(s,x(s~u(s~a)ds, (1.58) 
0 

0 < t < T' X, u E Rl • 

The control u(t) is obtained from the minimum condition of the functional 

T 

<ll(u} = J fo(t,x(t~u(t~a )dt + F(T,x(T~a), (1.59) 
0 

Here X 1 (t - s) is the periodic Green's function of the linear stationary part of the 

system, a is an unknown parameter which is determined mutually with u(t) from 

the optimality conditions. 
Eq. ( 1.58) is treated as a constraint linking the trajectory and control. Besides 

(1.58), another constraints can exist, for instance, 
a) isoperimeter links 

T 

cr = J .t;v (t,x(t ~u(t ~a )dt = 0. v = l, ... ,r (1.60) 
0 

b) point constraints 

g;=J2 [tv,x{tv)]=0, O<tv<T, V=l, ... ,m. (1.61) 

If such a constraint is given at the end of the interval, then either t0 = 0+ or 
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t m = T_ is considered; it means that the point t0 remains an inner point of the 

interval (0,1). 
The value of the function F for the inner point of the interval can be also mini

mized, that means, the control u(t) minimizing the functional 

(1.62) 

can be found. 
As above, for the function at the end of the interval, either t0 = 0+ or t0 = T_ 

should be considered. 
In addition to the conditions of integral type ( 1.60), there exit control con

straints of the form u e U , where U is a region of the space of respective dimen
sion. These constraints for systems with a scalar control usually have the form 
U1 5,u~U2 • 

The solution of the problem ( 1.58)-( 1.62) belongs to the set of admissible con
trols. Let us call the function u(t) the admissible control, if u(t) is a piecewise 

continuous, T-periodic function, which satisfies the condition u(t) eU for all 

t e [ 0, T], and if for u = u (t) there exists a unique solution of Eq. ( 1.58). 

It should be remembered, that Eq. ( 1.58) is an equivalent form of respective 
differential motion equations and periodicity conditions. Thus, the existence 
problem for optimal periodic controls is solved in the same way, as for the equi
valent system of differential equations [63, 123, 124, 187]. Below it is always 
considered, that the optimal control exists and it is determined by equations of the 
maximum principle. 

Conditions of the maximum principles can be obtained by re-writing the opti
mality conditions of a periodic control for differential equations (see Section A.4) 
in the form of equivalent integral equations. Still, it is expedient to obtain this re
lations direct for the problem ( 1.58)-( 1.62). 

Various variants of the maximum principle are formulated in [35, 133, 140-142, 
152] for problems with constraints in the form of integral equations. As usual, 
different variants of equations (Volterra [140-142], Fredholm [140], Hammerstein 
[198], Uryson [143]) and of functionals and constraints were studied separately. 
The problem was treated in the most general formulation in [162, 193, 194]: The 
minimum conditions for the functional (1.59) with constraints in the form of 
(1.58), (1.60), (1.61) were obtained. 

The obvious procedure for obtaining of the necessary optimality conditions for 
problems with diverse constraints is suggested in [133]. The equations of the ma
ximum principle, obtained in [133], coincide with the conclusions of the works 
[162, 193, 194]. Therefore, the approach of [133] would be used for the explana
tion of the conditions of the maximum principle. 

Let us write all the constraints of the problem in the form of isoperimeter links. 
Premultiplying the left-hand and right-hand parts of Eq. (1.58) and integrating for 
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the interval (O,n, we get 

g0 = J p(J x(t)ds-J X1 (t- s)f(t,s,x(s~u(s~a )ds]dr = () t 0 

== J { p(t )-J p(s )X 1 (s- t )f(s,t,x(t ~u(t ~a )ds }dr. 

Isoperimeter links ( 1.60) can be written in the form 

r r T 

LA~g; = LA~J /1v(t,x(t~u(t~a)dt=O, 
V=l V=l 0 

where A~ :F. 0 are the arbitrary multipliers. 

(1.63) 

(1.64) 

The constraint (1.64) can be reduced to (1.63) with the help of the Dirac delta 
function 

T 

g; =g(rv,x(tv),)= J g(r,x(t)}l5(t-tv)ds, (1.65) 
0 

for constraints in finite points of the interval it should be considered 

T 

/ 2 (o,x(O)) = J / 2 (t,x(t ))s(t- o+ )dt = / 2 (o+,x(O+)) , (1.66) 
0 

T 

/ 2 (T,x(T))= J /2 (t,x(t)}s(t-T_)dt =f2 (T_,x(T_)). 
() 

Then the constraints of the type (1.60), (1.66) can be written in the form, analo
gous to (1.64) 

r T 

LA;J g (t,x(t)}s(t- tv )dt = 0' (1.67) 
V=l 0 

where A~ :F- 0 are the arbitrary multipliers. 

Finally, the functional (1.59) can also be written in the integral form 
T 

J[fo(t,x(t ~u(t ~a)+ F(t,x(t )}l5(t- T_ )}tt . (1.68) 
0 

Premultiplying (1.68) with a constant A0 and adding the constraints equations 

( 1.63), ( 1.64), (1.67), we get 

r r T 

S = A0 <1>+ LA~g; + LA~g; + g0 = J L(t,x(t~u(t~a,p(t~A}tt , (1.69) 
v=l v=l 0 

where 
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L(t,x,u,a,p,A.) = A. 0 [f0 (t,x,u,a )+ F(t,x)O(t- T_ )]+ 

r m 

+ l:A.~f1 v(t,x,u,a )+ l:A.~f/ (t,x )O(t- tv)+ p(t )x(t )-
v=l v=l 

T -J p(s)X 1 (s-t)f(s,t,x(t~u(t~a)ds. (1.70) 
0 

Eq. (1.69) is called a Lagrange functional, and the function (1.70) - a Lagrange 
function. Extremum conditions for the functional F (or S) can be obtained by 
means of standard considerations [31, 169]. Let u(t) denote some continuous pe
riodic control, x(t)- respective trajectory, and 8u(t) -arbitrary continuous control 

variation. If the admissible control domain is not bounded, then the control 
u, = u(t) + Eou(t) also belongs to the class of admissible ones. A periodic solution 

x, (t) . corresponds to the control u, (t). Suppose that functions fo , /1 ~2 , f are 

continuously differentiable with respect to their arguments, while the period T and 
parameter a are fixed. The functional variation which corresponds to the control 
variation is 

T 

OS= ~i~e- 1 [s(u, )- S(u))= f[Lx(t,x,u,a,p,A. )& - L.(t,x,u,a,p,A. )Ou ftt. 
0 

(1.71) 
Here & = [ax J de to is the trajectory variation. 

If the multipliers p(t), A.~, A.~ are chosen so, that the coefficient by & re

duces to zero, 

aLfax = o. (1.72) 

then the functional variation gets the form 

T 

oS = J L.(t, .... )Oudt = 0. 
0 

If S reaches the extremum value, then OS = 0 for arbitrary variations ou, and 
according to the main lemma of the variational calculus 

JLjJu = 0. (1.73) 

Thus, we have one dynamic equation ( 1.58), r + m constraint equations ( 1.60), 
(1.61) and two stationary conditions (1.72), (1.73) for the determination of the 
unknown values of x(t), u(t), r unknown values of A.~ , m unknown values of ).~ 

and of multiplier p(t). 
If x(t) E R" is ann-dimensional vector satisfying the equation 
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T 

x(t) = J K(t- s)f(t,s,x(s),u(s),a )ds, (1.74) 
0 

where a kernel K(t- s) is a matrix periodic Green's function, u E Rm, f E R., 

then obtaining the scalar product of left and right parts of Eq. (1.74) with n

dimensional vector of Lagrange multipliers P(t), we get the constraint equation 

(1.63) in the form 

g0 = [ {P'(t)x(t)- [ P'(s)K(s-t)f(s,t,x(t~u(t~a)ds}dt. 
In the same way we can reduce the function L; conditions (1.72), (1.73) hold; 

but Eq. (1.72) reduces to the system of n equations. If the constraint equations 
contain the unknown parameter a which is determined by the optimality condi
tions, then the variation of the functional (I. 71) gets the form 

T[aL aL } as OS=f -&--& t+-& ax au tlz • 0 

and the conditions (1.72), (1.73) are extended by a supplement 

as&z<o tlz - • 

(1.75) 

(1.76) 

where & is an admissible variation of the parameter a. If the set of admissible 
values a is open, and the integration bounds do not depend on it, then Eq. (1.76) is 
reduced to 

T(}L 
f-=·dt=O. 
otlz 

(1.77) 

If the integration bounds depend on a, but the set of a values is open, then Eq. 
(1.76) can be reduced to the form 

or T a 
L(T,x(T~u(T~a,P(Tp. )-+ J ~.L(t,x(t~u(t~a,P(t~A. )dt = 0. 

tlz O UA" 

(1.78) 

In particular, if the period Tis unknown, a = T, then Eq. (I. 78) gets the form 

T a 
L(t,x,u,a,P,A.tT + J ax L(t,x(t ~u(t~T_,P(t ~A. )dt = 0. 

0 

(1.79) 

where x, u are calculated with account for (1.72), (1.73). 
For obtaining of (1.72), (1.73) the admissible control domain was considered to 

be non-restricted and the controls to be continuous. In a general case the following 
maximum principle holds [133, 162, 193, 194]. 
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Theorem 3.1. Let 
1) for x E R. u eU c Rm, a E A, t e(O,T) the functions f, fo, f..v, g be 

continuous for all variables together with derivatives with respect to x, a; 
2) the optimal control u. , corresponding to it optimal trajectory x. and opti-

mal value of parameter a. exist. 

Then there exists the scalar A 0 :S:: 0 , constant vectors A 1 = [ A1p ... , A~ ] , 

A 2 = [ A1
2 , ... , A~ ] and the solution of equation (1. 72) vector P(t), which is piece

wise continuous with respect to t and contains a finite number of singular compo
nents in form of o -functions, such, that 

L(t,x.,u.,a.,P,A) = maxL(t,x.,u.,a.,P,A) 
uElf 

and 

~ &:S::O, 
~a=D. 

for each variation & E A such that a. + & E A . 

(1.80) 

(1.81) 

We will next show the relation between the equations of the maximum principle 
for periodic control (A.4) and Eqs. (1.72), (1.80). 

Consider a system of equations with the main linear part 

X= Ax+ f(t,x,u)), x eR., u E Rm, (1.82) 

where f(t ,x, u) is a T-periodic function oft, satisfying the necessary conditions of 

smoothness with respect to t, x, u (A.4). Suppose also that the eigenvalues of the 
matrix A differ from ±i2nk I T , k = 0, l , ... (non-resonant case). Let us find the 

control u(t) , minimizing the functional 

T 

~(u)= J f(t,x,u)dt I u eU (1.83) 
0 

for aT-periodic solution of (1.82). The function fo is supposed to be T-periodic 

with respect tot and sufficiently smooth with respect to all arguments, U-compact 
in Rm .The Hamilton function of the problem (1.82), (1.83) has the form 

H(t,x,u,q) = q'(Ax + f(t,x,u)]- f 0 (t,x,u), (1.84) 

where q(t) is a T-periodic solution of the equation 

q = f 0x{t,x,u)- Aq'- f;(t,x,u)q. (1.85) 

The optimal control is determined by the maximum principle 
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u = argmax(q1(t,x,u )- f0 (t,x,u)]. 
u.V 

(1.86) 

Introduce a new variable 

P=q+A'q, (1.87) 

or, according to (1.85), 

P = fo~(t,x,u)- J;(t,x,u}l. (1.88) 

Accounting for the periodicity condition, let us re-write (1.82), (1.87) in the form 
of integral equations 

T 

x(t)= -J K(t-s)f(s,x,u)ds, (1.89) 
0 

where 

K(t)=.!. f(kiwl- At ek;., 
T k=-

(1.90) 

is a matrix periodic Green's function of the linear part of the system (1.82). In 
analogy with 

T 

q(t)= -J K'(s- t)P(s )ds. (1.91) 
0 

Accounting for (1.87), (1.91), we can reformulate Eqs. (1.86), (1.88) to the form 

u = argmaxQ(t,x,u,P), 
u.V 

(1.92) 

T 

Q =- / 0 (t,x,u)- J P'(s)K(s- t)dsf(t,x,u), 
0 

T 

P(t )=-f~x(t,x,u)+ J K'(s -t )P(s)dxf,(t,x,u). (1.93) 
0 

It is obvious, that the expression 

L(t,x,u,P) = P'tx(t )+ Q(t,x,u,P) (1.94) 

is the expanded Lagrange function of the problem (1.89), (1.93), and the Lagrange 
multiplier P satisfies the equation 

i)LjiJx = 0. (1.95) 

Thus, the periodic optimization problem (1.83) - (1.86) is equivalent to the prob
lem (1.83), (1.89), (1.92)- (1.95). The Lagrange multipliers q and Pare linked by 
equations (1.87) and (1.91). 

Suppose that only the j-th component fj of the vector f is other than zero and 



www.manaraa.com

1.3 Necessary Conditions of Optimality for Periodic Regimes 31 

that the function u is a scalar one. The functions fi and / 0 depend only on one, 

for instance, on the first component of the vector fi = fAt, x 1 , u) , / 0 = 

f 0 (t,x.,u). Then, it is expedient to single out the scalar equation for the compo

nent x1 • We have from (1.89) 

T 

x,(r)= J x,Ar-s)fj(s,x.,u)ds. (1.96) 
0 

Here X li is the element ( 1, J) of the matrix K. 
Further, from (1.88) we have 

P= (p,O, ... ,O), (1.97) 

where 

P =fox, (t,x.,u)-qJix, (t,x,,u), (1.98) 

q i is the j-th component of the vector q. Correspondingly, from Eq. (1.97) 

T 

Q =-J;)(t,x.,u)- f p(s)x,i(s-t)dsfAt.x,,u). (1.99) 
() 

T 

L = p(t)x1(t)- J p(s)x,i(s-t)dsfAt,x.,u)- / 0 (t,x,,u) (1.100) 
0 

[compare with (1.70)]. 
The equivalence of the form for the periodic control problems can be stated 

analogously in the form of differential and integral equations, and in the more 
general case in the form ofthe functional ( 1.59) with the constraints ( 1.60), ( 1.61 ). 

Periodic regimes are the partial case of the stationary regimes, restricted over 
the entire axis. Some optimization problems for nearly-periodic and stationary 
regimes are analyzed in [10, II, 25, 40, 41, 89, 159]. 

1.4 
Optimal Periodic Control for Linear Systems (Non
resonant Case) 

Considerable difficulties by solution of applied problems are connected with the 
choice of an optimized functional. Criteria which characterize the system quality 
are determined by its purpose: In problems of optimal displacement it is a high
speed action, as a rule; in vibroprotection problems they are the level of displace
ments or of absolute accelerations of certain points, etc. At the same time, control 
constraints are usually linked with the realization method for controlling excita
tions. 
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We will next examine some traditional formulations for problems of the optimal 
periodic control. 

Flg.1.6 

Let external excitations F~o···,Fk 

be applied to the points A~o A2, ••• , Ab 

and controlling excitations u1, ••• ,uk be 
applied to the points B~o···• Bk (Fig. 
1.6). It is necessary to find such 
control excitations u it), that 

responses C~t C2, ••• , which are cha
racterized by displacements of cer
tain points of the object, should not 
exceed admissible values and the 
control costs should be minimal. 

Let x = (x1, ••• ,x,) be a r-dimen

sional displacement vector of the 
object's points of interest, f = ( F1, 

... , F*) be a k-dimensional excitation 

vector, u = (u1 , ••• ,um) beam-dimensional control vector, so that 

(1.101) 

where E1 (p) and Eu (p) are matrixes of dynamic compliance, f(t) = f(t + T). A 

periodic control u(t) = u(t + T) can be found from the minimum condition for the 

functional 

(1.1 02) 

where R1 2: 0 and R2 > 0 are symmetric matrixes, a prime as a superscript 

denotes transpose, and the period Tis considered to be given. 
In order to use the results of Section 1.3, let us write the integral equation of the 

periodic regime 
T 

x(t)= J[K At- s)f(s)+ Ku(t- s)u(s}]ds, (1.103) 
0 

where K1 and K,. are the matrix periodic Green's function of the first kind, 
corresponding to the operators E1and E.,: 

(1.104) 

The Lagrange function (1.70) for the problem (1.102), (1.103) can be written in 
the form 
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I L(s,x,u,P) = - 2[x'(s )R1x(s )+ u'(s )R1u(s )]+ P'(s )x(s )-
T 

-I P'(t1K 1 (t- s)f(s)+K.(t- s)u(s)}ctt, 
0 

where P(t) is the vector of Lagrange multipliers. The stationary conditions 

aLjdu = 0, aLjJx = 0 give 

T 

-R1u(s )-f K~(t- s )P(t )dt = 0, 
0 

Excluding P( s), we get the integral relation 

T 

u(s) = -R;' I K;(t- s)R1x(t )dt, (1.105) 
0 

which can be written in the operator form 

(l.l 06) 

Here the operator W(p) is understood not as a transfer function of the feedback, 

but as the shortened form of the convolution transform. Eq. (I. I 06) only links 
periodic components of the functions u(t) and x(t): if 

00 

x(t)= Ixkekiox, then 
•=~ 

00 

u= Lu•e*;""' 
k=-oo 

Substituting (1.106) into (l.IOI), we get 

x=[l+E.(p)w(p)f'E1 (p)f, 

u = -W(p ii + E.(p)w(p)r Ef(p)f · 

(1.107) 

(1.108) 

If f(t) = L f* e*;"" , then we have the equation for the optimal periodic control 
k=-oo 

and for respective optimal trajectory 

u.(t)=- 'fw(kiwll+E.(kiw)w(kiw)f'E1 (kiw)f.e*;"", (1.109) 
k=~ 

x.(t )= 'f[l + E.(kiw )w(kiw )f' E1 (kiw )f.e*;"" 
k=~ 
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directly from ( 1.1 07). 
Obvious results can be obtained for a one-dimensional system 

In the functional ( 1.102) R1 = 1 and R2 = r should be considered: 

1 T 

cl>(u)=-J(x 2 +ru2 )dt. 
To 

Then 

u=-W(p).x, W(p)=r- 11.(-p), 

X= [1 + r-1l.(p ~.(-p )r J I (p )f). 

(1.110) 

(1.111) 

(1.112) 

(1.113) 

The minimum value of the functional (1.102) is easy to calculate with the help 
ofEq. (1.109). Let 

~ 

f(t) = Lfkek'"" • l!kl = l!-kl· 
Then the periodic trajectory and periodic control have the form analogous to 
(1.105) 

x(t)= f. [1+r- 1!I.(kicuff\(kicu)fkek1"", 

k=-GQ 

(1.114) 

u(t )=-f. r- 1l.(kicu ~I+ r-11t.(kicu f f\ (kicu )fkek;,... 
k=-

Substituting Eq. (1.114) into (1.111), we get 

(1.115) 

and for harmonic excitation f(t)= fcos(cut)+rp 

(1.116) 

In real systems the amplitudes of harmonic components sharply decrease with 
the increase in the harmonic's number, so it makes sense to diminish the level only 
of some first harmonics. This decreases control costs. 

Let us once again examine the system (1.101) with the quality functional, other 
than in ( 1.102) 

cl>(u)=..!.. f (x;R1x1 + u'R2u}dt, 
To 

(1.117) 
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where x1 is the sum of the first m harmonics of the solution (low-frequency com
ponent [115)) 

M 1 = [-m,m]. (1.118) 

Let us single out the low-frequency components in periodic Green's functions 
K 1 , K • . Then we have 

(1.119) 

It is not complicate to prove the correctness of the relation 

I T 

x1(t) =- f[K _n(t- s)f(s)+ K.,(t- s)u(s)]ds. 
To 

( 1.120) 

Thus, the control problem for low-frequency components can be singled out in a 
linear system. The problem (1.120), (1.117) has the structure which is equivalent 
to the one of Eqs. (1.102), (1.103) with replacement of the periodic Green's 
functions ( 1.1 04) by their low-frequency components. So, we can directly write the 
relations for the optimal control and optimal trajectory 

u. (t) = L w(kiw 11 +E. (kiw )W(kiw )r E 1 (kiw )f*ekiox , (1.121) 
/ceM, 

x., (t) = }:[1 + E.(kiw )w(kiw )r E 1 (kiw )fke*i"" . (1.122) 
ke>M 1 

In particular, only one resonance harmonica can be controlled, considering the 
oscillation level outside the resonance sufficiently small. 

If control for the system (1.101) is formed with the use of a feedback system, 
then the cost estimation by the mean-square criterion has no strict physical 
meaning. It follows from Eq. ( 1.106), that in this case the criterion ( 1.102) can be 
interpreted in the following way: The control u(t) which is being realized by a 

linear feedback and which minimizes some mean-square quality criterion should 
be found. Weight coefficients R~o R2 should be chosen with account for structural 
constraints. 

If we have the problem of the construction of an optimal control u(t) = u0 + 

L u, cos( kwt - qJ, ) , then the value 
k=i 

I T I ~ 
Ill( u) = - J u 2 dt = u; +-Lui , 

To 2 t=l 
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usually characterizes the control energy costs. Thus, when the controlling excita

tion is generated by an electric motor, and u(t) is proportional to the strength of 

the current, then the functional <I> is proportional to the power of heat loss [ 15]; if 

u(t) is a torque on an input shaft of the controlled mechanism, then <I> charac

terizes the dynamic load level of the shaft [36], etc. 
There is a close connection between the problem of the optimal control const

ruction and the problem of synthesis and practical realization of the control in the 
feedback form. Obviously, for the harmonic excitation or the excitation containing 

a finite number of harmonics, it is always possible to construct the control of the 

form u = -V (p )x with a transfer function V (p) coinciding for the given fre-

quency w with the optimal one: 

(1.123) 

Then the solution of the system 

(1.124) 

for the given frequency also coincides with the optimal one. The method for the 
optimal synthesis realization of some control systems is shown in [25, 36]. 

Another approach to construction of optimal systems is also possible. Eq. 
(1.114) can be interpreted as the utmost admissible control with the corresponding 
trajectory. If the control in a real system differs form the optimal one, then, 
calculating the corresponding trajectory and comparing the value of the quality 
criterion with utmost admissible one, we get the effectiveness estimate of the con

trol for the given criterion. 
Example. Let us examine a stabilization problem of the angular velocity of the 

mechanism in order to illustrate the introduced concepts. The simplest scheme of 
the mechanism with stiff elements is presented in Fig. 1.7. 

Periodic excitations F(t) are linked with variability of reduced insertion mo-

ments of the motor M and actuator A. The period of excitations is T = 2trfw, 

where w is the frequency of the programmed movement. Excitations F(t) gene

rate movement deviations from the programmed movement; they are characterized 

by a dynamic error 5(t). A movement stabilization is carried out by application of 

the controlling moment u(t) to the output shaft. The disturbed movement equation 

has the form [36] 

( 1.125) 



www.manaraa.com

1.4 Optimal Periodic Control for Linear Systems (Nonresonant Case) 37 

u(t} l I S 
M A 

Fig.1.7 

where 10 is a constant component of the reduced insertion moment, {3 is a 
characteristic of the resistance moment, J.1 is the ratio of the output moment of the 
motor from the stationary one, corresponding to the uniform rotation regime. 
Accounting for motor characteristics [36], 

'rj.L+J.l+~=O, (1.126) 

where r, a are motor parameters. 
In the problem of the angular velocity stabilization with control constraints, the 

minimized functional has the form 

I T 

<I>(u) =-f(~2 + ru 2 Jtt. 
To 

Introducing a new variable v =~and writing with account for (l.l26) 

11 = -a( rp + It v , 

we get 

[1 0 p(rp +I)+ f3(rp + l)+a )v = (rp + IXF + u). 

It is obvious, that 

( I.I27) 

(1.128) 

( 1.129) 

(I. 130) 

Suppose that the problem consists only of the system stabilization with respect 
to the first harmonic and F(t) = f cos(CtX + rp). Then 

1. (iw) = l 1 (iw) = A- iwB , 

A= D-1 (w ta + f3(1 + r2w2 )]> 0, 
(1.131) 
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B = D-1 (w l' a(l + r 2w 2 )- ar ]. 

D(w )=(a+ {3- J 0 rw 2 r +w 2 (rf3 + JS, 

and B > 0 for sufficiently small r. 
Let us realize a feedback with respect to v, which forms the optimal control for 

a fixed frequency w. We look for a solution in the form u = -V (p )v , for a control, 

optimal according to ( 1.123 ), ( 1.131) for the frequency w: 

V(iw)=r-\(-iw)= A+iwB. (1.132) 

One of the most widely-spread stabilization methods is an attaching of a fly

wheel to a motor shaft, that results in an additional moment M" = -J M ~ = 
-J M pv, where J M is a moment of the fly-wheel. In other words, 

V (p) = J M p , V (iUJ) = j(JJ/ M • (1.133) 

Comparing (1.133) and (1.132), we see that it is impossible to achieve the 
coincidence of Eqs. ( 1.132), ( 1.133) for any value of J M • In other words, the fly-

wheel allows the diminishing of rotation non-uniformity, but the quality criterion 
value exceeds the optimal one (a detailed analysis of this problem for more 
complicated schemes of mechanisms is studied in [36]). 

Another method of rotation stabilization is the use of the damper of rotatory 
oscillations, generating the moment [36] 

php 
M. =- pp+h =-V(p)v. (1.134) 

Here p is the damper mass, h is the damping coefficient. Thus, 

( . ) _ iwph p 2 hw 2 + iwph 2 

V lW- 2 • 

piw + h (pw) + h 2 
(1.135) 

Comparing (1.132) to (1.135), note that choosing p and h from conditions 

phw 2 [(pw )2 + h2 r =A, 

(1.136) 

we get the control u = M" , which realizes the optimal value of the functional for 

the given excitation frequency. 
Another widely-spread variant of the problem is determination of the control 

u(t) which minimizes the functional 
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I T 
<t>(u) = x'(t, )R3x(t. )+-J u~ (t )R2u(t )dt, (1.137) 

To 

at trajectories of the system (1.141). Here t, E(O,T) is the fixed time, R3 ~ 0 is a 

symmetric matrix. 
According to Eq. (1.70), the Lagrange function of the problem has the form 

L(s,x,u, P) =- ~[x'(s )R3x(s )O(s- t, )+ u'(s )R2u(s )]+ P'(s )x(s)-
T 

-J P'(ttK 1 (t- s)f(s)+ K.(t-s)u(s)]dt, ( 1.138) 
0 

where P(t) is the vector of Lagrange multipliers. 

Stationary conditions lead to the following equations for determination of u(s), 
P(s): 

T 

-R2 u(s)+ J K.(t-s)P(t)dt =0, 
0 

-R3x(s)O(s- t,) + P(s) = 0, 

i.e., 
T 

u(s) = -R;' J K .(t- s )R3x(t )O(t- t, )dt = -R;' K.(t,- s)R3x(t.). ( 1.139) 

If the point t, is not fixed, and is determined from the condition 

x'(t. )R3x(t,) = maxx'(t )R3x(t), 0 < t, < T, (1.140) 

then the value t. can be treated as a parameter which is determined by the opti
mality condition. According to (1.77) we have 

d T -J L(s, ... )1s = 0. 
dt, 0 

Owing to Eq. (1.138), Eq. (1.141) can be reduced to the form 

x'(t, )R3x(t,) + x'(t, )R3x(t.) = 0. 

(1.141) 

(1.142) 

For the one-dimensional case the moment t, is determined by the following 
obvious equality 

x(r.)=o. (1.143) 

It was shown in [ 124] that the solution of the problem ( 1.140) exists if there exists 
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a solution of the problem ( 1.13 7). Conditions of the kind ( 1.143) were studied also 
in [125]. 

A mean-square functional is one of the methods of account for control costs and 
estimation of the admissible power of control excitations. In many practical 
applications, direct constraints exist for the control excitation level. The most 

frequent form of constraints is lu j I s; U 0 , where u j is the j-th component of the m
dimensional control vector. Thus, if the excitation is generated by the source of 
independent energy, then U 0 is the value of net tension; if the controlling element 

is a hydraulic or pneumatic drive, then pressure of water or gas, constrained by the 
drive directions (piston square, etc.), serves as a control. 

We will restrict our examination to the one-dimensional system (1.110). The 
periodic regime equation and functional of the problem have the form 

T 

x(t)= f[xf(t-s)f(s)+ x.(t-s)u(s)]ds' (1.144) 
0 

} T 

<l>(u) =-I x2 (s)ds 
To 

(1.145) 

for the constraint lui s; U 0 • The Lagrange function of the problem ( 1.145), ( 1.144) 

has the form 

} T 

L(s,x,u,p)= --x2 (s)+ p(s)x(s)- I p(rXxt(t-s)f(s)+ x.(r-s)u(s)]dt. 
2 0 

stationary conditions with respect to x and maximum for u give 

T 

p(s) = x(s), u(s) = -U 0 sgn I p(t )X .(t- s )dt , (1.146) 
0 

T 

u( s) = -U 0 sgn I X. (t - s )x(t )dt . 
0 

Thus, the control is a piecewise continuous function 

(1.147) 

where 

T 

y(s)= Ix.(t-s)x(t)dt, (1.148) 
0 

and the problem is reduced to the search of switch points. The form of the function 
( 1.147) shows the control realization method by means of elements with relay 
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characteristic. 
If the problem is the minimization of the function 

(1.149) 

for the trajectories of the system (1.144) in the fixed point t. e(O,T), then it is not 

complicated to obtain an optimal control relation 

u(t) = -U 0 sgn(z .(t. - t }x(t. )). (l.l50) 

In particular, for the minimization problem of the functional (1.149) in the boun
dary point for t. = T- 0, we have 

u(t) = -U 0 sgn[z.(T- t )x(T)]. (1.151) 

1.5 
Problems of Optimal Displacement for Linear Systems 

In Section 1.4 the systems were considered, the movement of which was formed 
under the external excitation, and the control aim was the movement correction in 
accordance with certain quality criteria. Such type of corrections in applications 
usually means a feedback control. 

But there is also another typical problem formulation for modern mechanisms: 
The movement is formed by means of controls, which are synthesized according to 
certain Jaws, while the external excitations are treated as disturbances. A pro
grammed control formulated as a time function is used for construction of pro
grammed movements. 

The programmed control is used in various transport mechanisms, including 
manipulators. The control which is used for transportation of the system from one 
position to another is called a position control. 

Below we limit our considerations to a single case of position control problems. 
Suppose that a movement program provides a return of the system into initial state 
and a multiple repetition of such cycles. Such type of movement is typical for 
manipulators in a conveyor system. (Different formulations for the problems of 
optimal position control of manipulators are analyzed, for instance, in [ 1, 2, 7, 17, 
18, 161]). 

Obviously, such movement can be analyzed as periodic, and each cycle- as the 
movement during one cycle. The cycle period is usually not given and is 
determined by demands of a high-speed action for fixed initial and final positions 
of an actuator. Positions of intermediate elements in the beginning and end of the 
period should be coordinated with the position of the actuator. 
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1.5.1 
Systems with Symmetric Limiters 

Let us examine one of the problems of the cyclic movement. Suppose that the 
movement of the points of the transport system of interest are described by the 
equations 

(1.152) 

where l i (p)"' mi (p )/ D(p) are operators of dynamic compliance of the elements, 

reduced to the point of application of the single control excitation u(t); x it) are 

displacements of the system's points. 
Suppose that the system moves from xi "' -ll i into position xi = ll i and back 

with the speed damping in initial and final moments; xi = vi = 0 for xi = ±ll i . 

This is a simplified formulation for a problem of the movement of a multi-element 
manipulator, as far as usually the system stops after reaching the end points; the 
stop duration is determined by technology reasons. Furthermore, loading and 
unloading of the system occur in the positions xi = ±ll i , i.e., its dynamic 

characteristics differ for direct and reverse movements. Excluding the stop 
duration from consideration, neglecting the change in dynamic characteristics and 
accounting for the asymmetric character of the movement, we can write the 
movement equation 

T/2 

xi(t) f xJ(t-s)u(s)ds, 0< t < T 12. (1.153) 
() 

Here zJ(t) is the periodic Green's function of the second kind (see Section 1.2). 

Eq. (l.l53) describes the system movement over the first time interval, 
0 < T < T I 2 , and can be analytically expanded to the second interval, 
T I 2 < T < T, accounting for conditions x(t + T 12)= -x(t), u(t + T 12) = 

-u(t) . Then the functional for the high-speed action can be presented in the form 

T/2 

ll>(u)= J dt "'min. (1.154) 
0 

The boundary conditions, fixing the beginning and of the interval, have the form 

T/2 

xAT 12)= -xi(O)= r~~(T 12-s)u(s)ds = ll i, 
0 

(1.155) 
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T/2 

vj(T I 2)= -vj(O) =- J X~.(T I 2- s)u(s)ds = 0. 
0 

Let us construct the control u(t}, ~~ ~ U , which transforms the system from initial 

state into the final one in the shortest time. Including isoperimeter constraints 
(1.155) into the problem's functional, we get 

T/2{ m } <l>(u)= [ I+ ~[,Vx~(T12-s)+.ujx~.(T12-s)f(s) ds. ( 1.156) 

The problem is reduced to a construction of the control u(s), minimizing the 

functional (1.156) for the condition (l.l55). Here, the movement equations are not 
included into the number of problem's constraints. 

According to the maximum principle, we get 

u(s)= U0 sgn{~[A/xi(T I 2-s)+ .ujxi.(T I 2-s)J}. (1.157) 

Eqs. (1.54) are used together with condition (1.79) for determination of coeffi
cients J.Lj, A/ which fix switch points. Eq. (1.57) can be considerably simplified, 

if the constraints are applied only to the actuator movement (j = I), and initial 

positions and velocities of other elements are determined by optimality conditions 
and Eq. (1.153). Then 

u = U0 sgn(A.'z~(T I 2- s)+ J.L 1 X~.(T I 2- s )]. (1.158) 

Substituting ( 1.158) into ( 1.155), we get 

T/2 

v1 (T I 2)= -U 0 f X~.(T I 2- s)sgn(A.' X~(T I 2- s)+ J.L 1 X~.(T I 2- s)}ts = 0, 
0 

from which J.L 1 = 0 and 

u(s) = U 0 sgnA.' sgn X~(T I 2- s) (1.159) 

follow. Thus, 
T/2 

x1 (T12)=U0 Jix~(T12-s~dssgnA.1 =d 1 >0. (1.160) 
0 

It follows from the last relation, that A. 1 > 0, and the period Tis determined by the 

equation 

T/2 

U 0 Jlx~(t~dt =a. (1.161) 
0 
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Eq. (1.79) can be used for calculation of A.1 • Coordinates and velocities of other 
points at the beginning and end of the process are determined by relations 

T/2 

xiT I 2)= U0 f X~(T I 2-s)sgnx~(T I 2-s)ds, 
0 

(1.162) 

T/2 

v j(T I 2)= U0 f X~,(T I 2-s)sgnx~(T I 2-s)ds, 
0 

(1.163) 

Let us analyze an example of control for the simplest positioning system (Fig. 
1.8). The control excitation u2 (t), lu2 15 U , is applied to the element 2 which is 

connected by the elastic link with the actuator 1. Considering each element as a 
solid and neglecting properties of the motor, we can write the motion equations of 
the system in the form 

(l.l64) 

Xt 

Ct 

2 1 

0 

Flg.1. 8 

Here m~> m2 are masses of elements, c~> c2 are stiffness of elastic links, x~> x2 are 
coordinates of mass centers of the elements with respect to the equilibrium state. 
Suppose that the actuator has a reversible movement between two symmetric 
limiters with coordinates x1 = ±~ and with zero velocity at moments of entering 
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and leaving the limiters: i-1 = 0 for x1 = ±6.. 
Excluding the variable x2 from Eqs. ( 1.164), we get 

XI= l 1(p)u' t(p)= y~&-1 (p), 

&(p)= (P 2 +r~XP2 +r; +ri)-Y2Y~, (1.165) 

y~ = c.jm1 , Yi = c2 jm2 , y 2 = C2 /m. , U = u2 jm2 • 

Respectively, according to (1.54) 

1 (t)= y~ [ 1 sinn1(t-T14) 
Xz n 2 -n2 2n cosn1T I 4 

2 I I 

sin n 2 (t - T I 4 )] ' 

m2 cosn2T I 4 
(1.166) 

where p = ±in I , ±in z are rOOtS Of CharacteristiC equation 6.(p) ;;;;; 0 , n I < n 2 . 

Obviously, the movement frequency w in the system, optimal with respect to the 
high-speed action, should be higher than the maximum eigenfrequency n2: 

(1.167) 

The lower the motor capacity (U 2) is, the closer is the movement to the resonance 

with a frequency. insignifiJantly higher than n2 . 

u(t) 

Uo 

T/4 T/2 3T/4 T: 
I 

0 t 

-Uo ·············-····· 

Flg.1.9 

Analogous statements hold for conservative oscillatory systems with an arbi
trary number of degrees of freedom. Consider n 1_2 < w. Suppose that the function 

X~ (T I 2- t):::: -x~ ( -t) has only one root t;;;;; T I 4, and optimal control (Fig. 

1.9) has only one switch point 
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(1.168) 

Substituting (1.166) into (1.161), we get the equation for determination of the 
period T 

y~U0 [1-cos01T14 _1-cosQ2 TI4]=!1 
n; -Q~ n~ cosQ 1T I 4 n; cosQ 2T I 4 · 

(1.169) 

After determination of the period T, it is necessary to prove the condition (1.167) 
and to ascertain the sufficiency of the motor capacity for the regime realization 
with the desired period. 

The initial and final positions of the actuator I are determined by the contact 
conditions, and there are no constraints for the guiding element 2. At the same 
time, the initial position and velocity of the element 2 should be chosen according 
to periodicity conditions and be coordinated with the movement of the element I 
in order to realize the T-periodic regime in the system. 

According to ( 1.164), the movement of the guiding element 2 is described by 
the equation 

(1.170) 

where t1(p) is the same expression as in ( 1.165). Then 

2 ()= 1 [r~-n~sin0 1 (t-T14) 
X2 t 2 2 n. n. 0 2 -01 2u 1 cos .. ~ 1 TI4 

y~ -n; sin02 (t-T14)]· 
2n; cos0 2T I 4 

Substituting (1.171) into (1.163), we get 

v2 (0)=-v 2 (T12)=0, x2{0)=-x2{T12), 

(1.171) 

(l.l72) 

( ) - U0 [r~-Q~ l-cosQ 1TI4 _ y;-n; 1-cosQ2TI4] 
x2 T I 2 - 2 2 2 2 • 

Q 2 -Q1 Q 1 cos01T /4 Q 2 cosQ 2T I 4 

Conditions ( 1.172) determine the initial and final positions of the element 2 ne
cessary for the realization of the optimal T-periodic movement. 

1.5.2 
Systems with Asymmetric Characteristics 

Up to now, the problem of cyclic displacement with return of the system to initial 
state at the end of the process was analyzed. But the obtained results are true also 
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for a case of the displacement only in a positive direction for 0 < t < T I 2 , with 
damping of oscillations in the extreme points. It means that the displacement from 
the initial point into the final one can be interpreted as the first interval (half
period) of asymmetric periodic movement. Such a "supplement" of the motion to 
periodic one allows us to reduce the optimal displacement problems to the periodic 
control problems. Thus, the control (1.168) in the studied example perform the 
displacement of the actuator from x 1 = -ll into the position x 1 = ll in the 
minimum time T 12; the interval t = T 12 is determined by Eq. (l.l69). 

Such an approach expands the set of optimal displacement problems, which can 
be treated by methods of periodic optimization. Consider a problem of asymmetric 
cyclic displacement. Suppose that actuator is loaded at the moment when it reaches 
the right limiter; after that the system returns in initial state, where unloading 
occurs. Thus, dynamic characteristics of the system for direct and inverse 
movement are different, though the entire process remains periodic. 

Consider at first a movement of a one-dimensional system. Let l±(p) be ope-

rators of dynamic compliance, linking the control and movement of a control point 
in positive and negative directions, and 

be respective Green's functions of the second kind. 
We will divide the movement interval into two parts and consider the movement 

in the positive direction as the first half-period of the periodic movement of the 
system with the dynamic compliance operator I+ (p) and the movement in the 

negative direction - as the first half-period of the system movement with the 
dynamic compliance operator r (p). 

For each part, dynamics of the system is described by the equation 

T'/2 

x±(t)= f xi(t- s)u±(s)ds' (1.173) 
0 

with boundary conditions 

(1.174) 

The total movement duration is T = (r+ - r- )/2. For each of this parts, the con

trol u± (t), lu± I ~ U 0 should be found, which performs the displacement in the 

shortest time. The optimal control for the movement in the positive direction is 
determined by Eq. (l.l59), and the value ofT+ /2 -by Eq. (1.161): 
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r•12 

u+(t)=U0 sgnx;(r+ 12-t), U0 Jjx;(r~dt=A. (1.175) 
0 

The movement in a negative direction has an opposite sign, i.e., 

T-12 

u-(t)= -U0 sgnx;(r- I 2-t), U0 Jjx;(t~dt =A. (1.176) 
0 

Eqs. (1.175) serve as continuity conditions of the coordinate x and velocity v of the 
actuator at transition from one trajectory to another. If the system has more than 
one degree of freedom, then generalized coordinates describing movements of 
input and intermediate elements should also satisfy conditions of continuity and 
periodicity. 

Let y± (t) be a one-dimensional vector of generalized coordinates of input and 

intermediate elements of the system and Ki(t) be matrix periodic Green's func

tions, corresponding to the movements for each interval 

T'l2 

y±(t)= J Ki(t-s)u±(s)ds, (1.177) 
0 

where u± ( s) is a scalar control to be found. 

If a switch of dynamic characteristics occurs instantly, then the continuity 
condition 

(1.178) 

should be included into constraints of the problem, and the control u+, u· should be 
constructed with account for (1.178). The structure of the control is thus con
siderably complicated. 

If the switch is preceded by a stop as it is a case in real technical systems, then 
another approach is expedient. The control should be chosen according to (1.173) 
- (1.176), and intermediate elements should be transferred into the initial point of 
a new trajectory during the stop. It means, that during the stop at the right limiter, 

x+(r+ /2) =A, the intermediate elements are transferred from the state y+(r+ /2) 
into the state y- ( 0) ;t: y + ( T + /2) . In the same way, during the stop at the left 

limiter x-(r-/2)=-A, the intermediate elements are transferred from the state 

y- (r-/2) into the state y+ (0) ;t: y- (r-/2). Thus, at the start of each half-interval 

all the points of the system will be in the state, corresponding to the initial 
conditions of the asymmetric periodic movement to be found. Such an approach is 
also possible in the case when the actuator makes not simply one but several stops 
with change of dynamic characteristics of the system during the cycle. 
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Consider once more the mechanism shown in Figure 1.8. Suppose that the 
loading takes place in the point x 1 = 6. , and unloading - in the point x, = -6. , 

i.e., the mass of the first element is equal to m 1 for the movement in the positive 
direction, and for the movement in the negative direction is equal to m > m1 • The 

system parameters change respectively: for the movement in the positive direction 

o: = 01' o; = 0 2 , r: = Y I, for the movement in the negatiVe direction 

o~ <O,. n~ <02, r~ <y,. 
Thus, the system movement in the positive direction is determined by Eqs. 

(1.165)- (1.173). For the movement 

u(t} 

.r,(t) 
.J, 

0 

in the negative direction, the control 
structure ( 1.168) remains but the 
interval is M- = r j2 -:t- r j2. The 

value of r- can be obtained from 
Eq. ( 1.169) with the substitution 

y, ---* y~, o, ---* o~, 0 2 ---* o;. It 

is obvious that r- > T+ = T . The 
movement of the first element is 
continuous: 

t x~(r+/2)=x,-(O)=fi, 

x~(r/2)= xt(O)= -fi, 

v,+(r+/2)= v,-(0)= 0, 

v;(r-/2)= v~(O)= 0. 

For the second element 
o 1---+--f:.L------"'r----r"-tr following relations hold: 

the 

Fig. 1.10 

v;(r /2)= v;(O)= o, 
v;(r/2)= v;(o)= o, 

but xt(r+j2);t:x~(O), 

x;(rf2);t:x;(o). 
The coordinate 6.~ = x;(r+ /2) is determined by Eq (1.172), the coordinate 

fl; = x;(O)= -x;(r-j2) is determined by Eq. (1.162) for T---* r, 0 1 ---* 0~, 

0 2 ---* 0~ . Hence, during the technological stop of the actuator at the right Iimi, at 

t = r+ /2 ' the element 2 should be transferred from the position fi~ in the position 

fl;. The respective transition is carried out also during the stop at the left limiter, 
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at t = r- /2 . Graphs of the functions x1(t), x2(t) and of the control u(t) are 

presented in Figure I. 10. 

1.5.3 
Systems with Asymmetric Limiters 

Up to now, it was considered that the limiters fixing initial and final positions of 
the actuator are symmetrically situated. Owing to symmetry, the following equa
tions hold: 

x(t+T I 2) = -x(t), u(t+T I 2) = -u(t), 

so the movement can be examined only at one half-period. Consider a more com
plicated case of the movement between tow asymmetrically situated limiters with 
stops at each of them. 

Consider only the case of the one-dimensional system. Let the movement of the 
actuator be described by the equation 

x = l(p)u, (l.l79) 

where x is the displacement of the center of mass of the actuator, u is a guiding 
excitation, J(p) is a respective operator of dynamic compliance. Suppose that the 
system moves from the initial point to the final one with stops at the beginning and 
end of the process 

x=-A 1 , v=O, x=-A 2 , v=O. (1.180) 

In spite of the asymmetry of the limiters, the process has a periodic character, and 
each cycle can be treated as a movement during one period. 

As above, we will find the control u(t) , ~~ :5 U 0 , which realizes the cycle in the 

shortest time. Introduce a new variable 

Then the control is reduced to the form 

x = l(p)u-S, 

and the boundary conditions become symmetric 

x=-(A1 +A2 )/2, i=O, 

x =(A,+ A2 )/2, i = 0. 

(l.l81) 

(l.l82) 

(l.l83) 

Obviously, the asymmetric control u(t + T I 2) = -u(t) does not satisfy Eq. 
(1.182), as far as there is a constant component in the right-hand part of it. Intro
duce the function 
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U=U-U0 , (1.184) 

where u0 = oz-1(0). Accounting for (1.184), Eq. (l.l82) is reduced to the form 

.x = L(p)u. (l.l85) 

Eq. (1.185) with boundary conditions (1.183) has an asymmetric solution 

T/2 

x(t)= jx 2 (t-s)u(s)ds, 0<t<TI2, (1.186) 
0 

x(t + T I 2)= -x(t), 

where X 2 ( t) is still the periodic Green's function of the second kind for the sys

tem ( l.l85). 
If control u(t) satisfies conditions -U 0 :S; u :S; U 0 , then for the function u(t) 

(1.187) 

is true. Thus, the problem is reduced to the minimization of the functional of the 
high-speed action (1.154) at trajectories (l.l86) with constraints (1.183), (1.187). 

Working as in Section 1.51, we get 

u(s)={u+, 
U_, 

where 

f(s) > 0 , 

f(s) < 0 , 

f(s)= AX 2 (T I 2-s)+ Jl.X 2,(T I 2-s) 

(1.188) 

(I.l89) 

The boundary conditions (1.183) can be used for determination of switch moments 
and of the optimal cycle duration. 

Let us construct a regime with one switch point. Let u0 < U 0 • Then 

u(s)=U+ >0, O<s<t., 
(1.190) 

u(s)=U_ <0, t. <s<TI2. 

From (1.183), (1.190), we get 
t. T/2 

x(T I 2)= U +f X2 (T I 2 -s)ds+U _ J X2 (T I 2 -s)ds, (1.191) 
0 ~ 

t. T/2 

v(T I 2) =.-U + f X 2, (T I 2- s )ds- U _ f X 2, (T I 2- s )ds = 
0 ~ 
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The last equality serves for detennination of the switch point. According to 
( 1.189), we get the equation 

X2 (T I 2-t.)= -~ X2 (T I 2). 
Uo 

In particular, for the system with one degree of freedom for 

sinO(t- T I 4) 
X2 = 2cosQT I 4 

we get 

sinQ{t.- T I 4) = ~sinQT /4. 
Uo 

1.6 
Periodic Control for Quasi-linear Systems 

(1.192) 

(1.193) 

If a system contains non-linear or non-conservative links, then it is, as a rule, im
possible to construct an analytical solution, and the detennination of the optimal 
control needs not only the formal use of the maximum principle but also the utili
zation of approximate methods. 

We will give some schemes of successive approximations which allow us to 
obtain the optimal control with desired degree of accuracy. We will use the known 
results of the application of the method of a small parameter for construction of 
periodic solutions for systems of differential equations [84, 85, 100]. 

1.6.1 
Periodic Control in Systems Described by Differential Equations 

Suppose that dynamics of the system is described by the equation 

x = Ax+Bu+ if(t,x)+ F(t), (l.l94) 

where X E R n , u E R m , A, B are matrixes of corresponding dimension, f and F are 

T-periodic in t vector functions, E is a small parameter. The systems is considered 
to be non-resonant, i.e., eigenvalues of the matrix A differ from ±i2Trk I T ( k = 0, 
±1, ... ). The requirements to the functions/and F should be discussed below. 

Let us find a T-periodic control, minimizing the functional 
T 

<l>,(u)= J[q>(t,x)+VI(u)}lt 
0 

(1.195) 

on the T-periodic solution x(t) of the system (1.194) under condition u E U c Rm, 

where U is compact in Rm. The function q> is periodic in T. 
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The optimal control u. is detennined from the condition (1.86) 

u.(t )= arg~!]'[q'(Ax + Bu+£/(t,x )+ F(t ))- cp(t,x )-11'{u)]. 

where q(t) is the T-periodic solution of the system ( 1.85) 

q = -A'q-£/;(t,x}J+cpx(t,x). 

From ( 1.196) we have 

u.(t)=V(q(r)). 

(1.196) 

(1.197) 

(1.198) 

Thus, the solution of the periodic optimization problem is reduced to the periodic 
solution construction for the non-linear system which was studied in [84]: 

x =Ax+ BV(q)+ F(t)+£/(t,x), 

(1.199) 

q = -A'q+cp:(r,x )-£/;(t,x}J. 

Consider that right parts of Eqs. (1.199) satisfy the following condition. 
Theorem 1.3. Let 

1) the functions f(t,x), cp(t.x) be uniquely determined for t e( -oo,oo ). x e R., 

continuous and T-periodic in t uniformly for all x e R. , three times differentiable 

with respect to x for x e R. uniformly for t e ( -oo, oo) ; the function F( t) is 

bounded and T-periodic in t; 
2) the function V(q) is uniquely determined over domain G of the change of g; 
3) the domain G can be divided by surfaces 

(1.200) 

into domains G1, G2, .... G1, in each of which the function Vis continuous and two 
times differentiable till the boundaries; on the surfaces (1.200) there are discon
tinuities of the first kind of the function V or of the derivatives Vq. Vqq; functions 
vi q) are two times continuously differentiable with respect to q for q E G ; 

4) the generating system 

(1.201) 

has a unique isolated T-periodic solution (x0 , q0 ) ,for which conditions 

dvk ,!!cll ;t 0 
dq dtlq=q• (1.202) 

hold in crossing points with the surfaces (1.200) (conditions for existence of the 
unique isolated solution are given in [84, I 00]). 
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Then there exists the unique periodic solution ( x., q.) of the disturbed system 

(1.199) in theE -zone of the generated solution, and the scheme of the successive 
approximations holds [84) 

x1 =Ax1 +BV(q1)+F(t)+if(t,x1- 1), 

i/ =-A'ql +fPx(t,xl)-if;(t,xl-l)ql-1' 

x 1(t+T)=x 1(t), q1(t+T)=q 1(t), 

and 

Here and below c is a constant independent of e. 

1.6.2 

(1.203) 

(1.204) 

The Method of Successive Approximations for Integral Equations of 
Periodic Movement 

The integral equation of the periodic movement of the system ( 1.194) has the form 
T 

x(t)= J K(t -sXBu(s)+ F(s)+ if(s,x)}ts, (1.205) 
0 

where 

K (t) = ..!._ I (kiwi - At exp( kiwt) 
T k=-

(1.206) 

is a matrix periodic Green's function of the linear part of the system (1.194). 
Let us write the Lagrange function of the problem (1.205), (1.195) 

L(s,x,u,P) = P'(s )x(s )- Q0 (s,x,u,P)- EQ1 (s,x,P), (1.207) 

where 
T 

Q0 (s,x, u, P) = IJ'(s,x(s ))+ vr(u(s ))+ J P'(t )K(t- s)dt[Bu(s )+ F(s )], (1.208) 
0 

T 

Q1(s,x,P)= J P'(t)K(t-s)dif(s,x), 
0 

and the Lagrange multiplier satisfies the equation fJLj(Jx = 0, or 

T 

P(s) = fP x(s,x)+ qx(s,x )J K'(t- s )P(t )dt. (1.209) 
0 

The control u. is determined by the maximum condition 
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u.(t) = arg~!xL(s,x,u,P) = arg~[-1/f(u)+q'Bu)= V(q(s )) , (1.210) 

where 
T 

q(s )=-J K'(t -s )P(t )dt. (1.211) 
0 

Owing to (1.206), (1.211), the variables q(s), P(s) can be linked by the relation 

q+ A'q = P. (1.212) 

From (1.209), (1.212) follows, that the function q(s) coincides with the periodic 
solution of Eq. (1.197), and the function (1.198) - with Eq. (1.200) [compare 
(1.91), (1.94)]. 

Let us write the following scheme of the successive approximations: 

T 

x0 (t)= J K(t-s~Bu0 (s)+F(s)}ts, 
0 

u0 (s)=V(q 0 (s)), 
(1.213) 

T 

q0 (s) = ~J K'(t- s)P0 (t )dt, 
0 

T 

x1 (t) = J K(t- s \Bu1 (s )+ F(s )+ if(s,x1- 1 (s ))}is, 
() 

u1(s)=V(q 1(s)). 
(1.214) 

T 

q1(s)= -f K'(t-s)P1(t)dt, 
0 

It is easy to see, that the scheme (1.213), (1.214) is an integral form of the equa
tions of periodic movement (1.199), (1.203), and for the approximations (1.214) 
the estimates (1.205) hold. 

We will show next that the control u1(s) is quasi-optimal with respect to the 

initial system, i.e., 

(1.215) 

where <I>, (u 1 ) is the value of the functional (1.195) for trajectories of the system 
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(l.l94) [or (1.205)] for u = u1 • With this purpose we will prove that 

(1.216) 

lx.(s)-x!(s~ $ c£1+1 , 

where x! ( s) is the solution of the system ( l.l95) for u = u1 ( s). 
Let us limit our considerations for the sake of obviousness by a scalar case: the 

function V(q) is a scalar depending on one component qi of the vector q [compare 

(1.96)- (l.IOO)], and there exists the unique discontinuity line v(qi) = 0 (the in-

dexj is omitted below). Let 171 £ 1+1 = q1 - q.: owing to (1.204) 171 = 0(1). Then 

(1.217) 

For e ~ 0 the last expression can be treated as a generalized derivative [70], i.e., 

+O(e)= 11 +12 +O(e), (1.218) 

where {V(q)} is the "smooth" part of the function V(q), o(q) is the Dirac delta 

function, ak are the roots of the equation v(q;)= 0, U* =V(a* +0)-V(a* -0) is 

the discontinuity value. Using the properties of 0-function and accounting for 
(1.202), (1.204), let us write 

(1.219) 

where s; are the roots of the equation q 0 ( s) = a k • It follows from the condition 

(1.202) that the roots ab s; are isolated, and transformations (1.218), (1.219) 

hold. Thus, the first item in (1.218) is bounded, the boundedness of the second 
item is obvious. Therefore, the first estimation (1.208) holds. Moreover, using 
analogous considerations, it is not complicated to demonstrate, that 

(1.220) 

if the function jp(t, s ~ S M for 0 $ t , s $ T , and, at last, 
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for any continuously differentiable function vr( u). The estimations ( 1.216)

( 1.221) can be easily generalized also for the multidimensional case. 
Next let us write 

T T 

x.(t )- x!(t )= J K(t- s)B[u.(s)- u1 (s )}is+ e J K(t- stf(s,x. }- f(s,x! )}ts. 
0 0 

Accounting for ( 1.220) and for the first condition of Theorem 1.3, we get 

T 

jx.(t)-x!(t~ ~ Ce1+1 +eM Jjx.(s)-x!(s~s, (1.222) 
0 

where C, M are bounded constants. Define 
T 

Jjx.(s)-x!(s~s = J.L. 
0 

Integrating both parts of (1.220) with respect tot over the interval [O,T], we get 

J.L ~ [ce1+1 + eJIM Jr, 
from which follows, that for sufficiently small e 

J.L ~ Ce/+111- eMTI-1 • 

i.e., according to ( 1.222) 

!x.(t )- x! (t ~ ~ ce1+1 • 

At last, using (1.221), (1.223), we get the inequality (1.215). 
Thus, the following theorem is true. 

(1.223) 

Theorem 1.4. Let functions f(t,x), q>(t,x), V(q) satisfy the conditions of 

Theorem 1.3' the function vr( u) is continuous together with its first derivative for 

u eU cRm. 
Then for sufficiently small E, the control i found in the l-th approximation 

(2.214) is quasi-optimal with respect to the disturbed system with estimations 
(1.215), (1.216). 

If the function V ( q) is continuous and satisfies the Lipschitz condition over the 

surfaces (1.200), then it follows from (1.217), that the estimate (1.216) can be 
strengthened: 

ju.(s )- u1 (s ~ ~ ce1+1• (1.224) 
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The Theorems 1.3 and 1. 4 reduce the construction of successive approximations 
to the approximated solution of the full system of equations of the maximum 
principle. We will show that the accuracy of approximations would not change, if 
we would search the successive approximations u1 as minimizing at each step the 
functional ( 1.195) for the periodic solution of the system 

x = Ax+Bu+if'-1(t,x)+ F(t), (1.225) 

where !1-l(t)= f(t,xl-l(t)) and x 1- 1(t) is the solution of the previous optimal 

problem (the analogous approach was developed in [81 ]). Here, at each stage the 
optimal control is found on the trajectories of the linear system and 

u1 (t) = arg~:,x(q'(Ax+ Bu+ if-1(t)+ F(t))-"(p(t,x )- v.r(~)]= V(q(t )) .(1.226) 

Here V ( q(t)) is the same relation ( 1.198), q(t) is a T-periodic solution of the 

following system 

q=-A'q+cpx(t,x). (1.227) 

Obviously, the solution {x0 ,q0 ) of the generating problem coincides with the one, 

found according to the schemes of Theorems 1.3 and 1.4, and there exists the 
unique solution (x.,q.) of the disturbed system (1.199), situated in thee-zone of 

the generating solution. 

Let us now examine the linear system 

x =Ax+ Bu + F(t )+ q.(t,x) (1.228) 

instead of the system (1.194), where f.(t)= f.(r,x.(r)). Obviously, for u. = 

u. (t), the solution of the system ( 1.228) coincides with x. (t) . Moreover, owing to 

the uniqueness of the optimal problem solution, the control U. minimizing the 

functional (1.195) on the trajectories of the system (1.228) coincides with u •. 
Thus, the problem (1.194), (1.195) is equivalent to the problem (1.195), (1.228). 
Then, as can be easily proved, 

U. =u.(t)=V(q.(t)), 

where q. is the solution of the problem (1.227), (1.228). 

Let us prove the convergence of successive approximations (x, ,q1 ) to (x.,q.). 
We will limit our considerations, as above, to a one-dimensional case, considering 
that the function V(q) is a scalar function which depends on one of the components 
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qj of the vector q, the function q>(x) d1 ds on the component x1 of the vector x 
and all the components of the vector B I 8 i = I are equal to zero. 

Then 
T 

x'(t)= J X 1 i(t-s~V(q'(s))+F(s)· 1(s)}ts, 
0 

T 

q1 (t) :=-J x,j(s- f 'fp X (x' (s)}ls > 

0 

where X Ij (t) is an element (I J) of the 

X= X 1 , q = q1 • 

Respectively, 

T 

x.(r)= J xlj(r-sXv(q.(s))+F(s)-t 
0 

T 

q.(t)= -J xlj(s- t'fpx(x.(s))1s. 
0 

From Theorem 1.3 follows, that 

lx'-xol~c£, lx. -x01 ~ cE, 

lq' -qol ~ CE, lq• -qol ~ CE, 

i.e., 

1_, I< X -X. _ CE, 

and functions 

E-1 -1 (-' ) s = E X -x. , I -1(-1 1J =E q -

are bounded: 

T 

s'(t)=t:-'Jxlj(t-s~V(q.+E1J1 )-
o 

T 

1}1 (t) = -E-1 J X1j(s- t ~q> x(s,x. + e; 
0 

For E ~ 0 the first term in (1.233) 

(1.229) 

rix K(t), indices by x 1 , q1 are omitted, 

(1.230) 

(1.231) 

(1.232) 

T 

• )}ts + J X lj (r - s ~f. ( s)- f 0 ( s )}ts = 
0 

(1.233) 

q>,(s,x.)}ts. (1.234) 

be presented in the form, analogous to 
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(1.218): 

E-111 (t) = [ X1i(t- s {~ U k8(q.(s )- ak }r11 (s )+ {vq[q.(s )]}711 (s )}s + 

+o(e(711r)= i~(r)+ i2(r)+o(e(711r). (1.235) 

where, as also in (1.219), 

Mr)= f.:tukxij(r -snq0 (s:r 11(s:)+ o(e). 
k=l V=l 

T 

i2(t)= J x.j(t.-sXvq(q0 (s))}11 1(s)ds+O(e). 
0 

At the same time, owing to (1.221), 

T 

12(t)= J xlj(t -4f.(s,x.(s))- f(s,x 0 (s))}ts = eq>(t) 
0 

for lfx(s,x~ :-:;; M, and, finally, 

T 

11'(t)= -J x.j(t -s)p(s~'(s}ls' p(s):o:;; maxq>x(s,x). 
xeX 

() 

Substituting (1.238) in (1.236), (1.235) and accounting for (1.237), we get 

T 

~~ (t) = J K(t,s ~· (s }is+ eq>(t) ,. 
0 

(1.236) 

(1.237) 

(1.238) 

(1.239) 

where the kernel K(t, s) is written as the result of the obvious transformations, and 

K(t+T,s*T)=K(t,s), Ht,s~:o:;;K<oo and qJ(t-T)=qJ(t). As far as there are 

no resonance in the system, then Eq. (1.239) has the unique periodic solution 
~· (t) = e Lq>. Some methods for calculations of the operator L are given in [ 115]; 

let us only note that for any bounded function q> its norm ILq> I:-:;; C < oo , i.e. 

~~· (t ~ :-:;; Ce , and, consequently, owing to ( 1.238), 1711 (t ~ :-:;; ce . Thus, 

(1.240) 

Employing induction, it is easy to show, that 

lx1 (t )- x.(r ~ :-:;; ce1+1 , lijl (t )- q.(t ~ :-:;; ce1+1 • (1.241) 

All the results can be expanded to a multidimensional case. 
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Further, let u1(t) be the control found in the 1-th approximation, and x!(t) be 

the solution to (1.194) for u = u1 (t). Then, the control u1 (t) is quasi-optimal 

with respect to the initial system with estimates o(t:1+1 ) [compare with (1.215), 

(1.216)]. This estimates can be proved in the way as it was done in Theorem 1.4. 
The obtained results can be formulated in the following way. 
Theorem 1.5. Let the periodic movement of the system (1.194) be described by 

Eq. (1.205), where u is a periodic control determined by the minimum condition of 
the functional ( 1.195), and the conditions of Theorem 1.4 are fulfilled. 
Furthermore, let u 1(t) be the control minimizing the functional (1.195) on 

trajectories of the system 

T 

.X' (t )= J K(t- s tsu(s )+ F(s )+ ef(s,x1- 1(s))}ts, 
0 

where x H (t) is the solution of the preceding optimal problem. 

Then 
T 

f[u 1(t)-u,(t)}tt ~CEI+I, 
0 

lx! (t)- X, (t ~ ~ CEI+I , 

<l>,(u')-<l>,(u,)~ CEI+I, 

(1.242) 

(1.243) 

(1.244) 

where x! (t) is the solution of the system ( 1.205) for u = u 1 (t) . If the function 

V(q) is continuous on the surfaces (1.200) and satisfies the Lipschitz condition, 
then the estimate (1.243) can be strengthened, namely, 

lu'(t)-u.(t~$ci1+ 1 • (1.245) 

1.6.3 
The Method of Successive Approximations in Problems of the 
Optimal High-Speed Action 

The movement period up to now was considered to be fixed and was determined 
by the period of the external excitation. Let us show that the schemes of the 
successive approximations given in Theorems 1.4, 1.5 remain true also for the case 
when the movement period is not fixed but is determined by optimality conditions. 

Theorem 1.6. Let 0 =[I; ,T2 ] and 

I) for any T E 0 there exists the unique isolated T-periodic solution 

{x.(t,T~u.(t,T)} of the optimal problem (1.205), (1.195) treated as the limit of 
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the succession {x' (t,T~u' (t,T)} (or {x'(t,T~u' (t,T)} )for l ~ oo; 

2) for l = 0 there exists the unique isolated solution T = T 0 e int 6 of the op· 
timal high-speed-action problem. Then 

IT.-T'i ~ ce'+'' (1.246) 

where T. is an optimal period, T 1 is a period determined by the 1-th approxima

tion; 

3) x~(x!), T.'(f.') are the solution of Eq. (1.205) for u = u' (u = u') and 

respective oscillation period. Then the estimates ofTheorems 1.4 and 1.5, and 

(1.247) 

are true. 
Proof The condition 

s. =as. for= o (1.248) 

serves for the determination of the period T • . Here 

T 

s.(t)= J L.(r,T)dt; (1.249) 
0 

L.(t,T) is the Lagrange function (1.197) of the problem under study which di

rectly depends on the period Tfor u = u.(t,T), x = x.(t,T). Let 

T 

s'(r)= J I.!(r,T)dt, 
0 

(1.250) 

s' =dS'/or, s~ =dS~/dT, 

where I.!(t,T) is the Lagrange function (1.197) for u=u1(t,T), x=x1(t,T). 

Then T 1 is the solution of the equation 

s'(T)= 0. (1.251) 

Let us show, that there exists the limit of the succession {T'} for 1 ~ oo. Let us 

show at first that all the approximations T 1 stay in the E-zone of the generating 
solution T 0 • Indeed, owing to (1.251) 

s'(T')= s0 (T0 )= 0. (1.252) 

Then 
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In its tum, from Theorems 1.4, 1.5 follows, that 

ls'(T')-s 0 (T'~ :c; cE. 
On the other hand, 

63 

( 1.253) 

(1.254) 

(1.255) 

and from the suggestion about the existence of the unique isolated solution T 0 

follows that s~ (T 0 ) ;t 0. Comparing ( 1.253)-( 1.255), we get 

IT' -T'I:c;c£. 

for s~(T0 ) ;t 0. 

We now compare approximations T 1 and T 1- 1 • In any approximation 

sl-l (TI-l)= s1 (T') = 0. 

Taking into account, that for all T E e 
Is' (T)- sl-1 (T~ :c; c£1+1 

and writing 

we get 

IT' -Ti-ll:c;cl£'+l[s~-l(TI-l)r. 

At the same time, accounting for the estimates ( 1.254), (1.256), we have 

s~- 1 (TI-I)= s~(T0 )+0(t:). 

(1.256) 

If T 0 is the unique isolated root of the equation s0 (T 0 ) = 0, i.e., s~ ( T 0 ) ;t 0, then 

s~- 1 ( T 1- 1 ) ;t 0 , and 

(1.257) 

Thus, for sufficiently small £ the series T0 + f (T' - T 1- 1 ) converges absolutely 
1~1 

and uniformly to the limit Too. By definition, Too is the solution of the equation 
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sw (T) =lim s1 (T) = s. (T). Hence, T~ = T • . Thus, 
1->w 

(1.258) 

The estimate ( 1.247) is proved in the same way. 
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Impact problems arise in various application fields. The problems of systematic 
impacts are of special interest. Systems in which systematic impacts between se
parate elements, or between elements and stiff limiters, are realized are called 
vibroimpact systems. 

An impact is a basis of technological processes in impact-action mechanisms, 
and it is the constructor's aim to realize the system with the maximal impact 
intensity. 

At the same time, in mechanical systems there are often undesirable vibro
impact processes are caused by impacts against limiters, by impacts during the 
motion in clearances, etc. In the analysis of such phenomena, the questions of the 
existence of vibroimpact regimes come to the fore. 

The processes which occur at impact of bodies are sufficiently complicated, and 
there are many models of impact [16, 71, 72, 108]. Still, the utilization of a 
stereomechanical model, according to which the impact is considered to be mo
mentary, is often possible Such an idealization holds for a majority of mechanical 
and controlled systems, characteristic times of which considerably overcome a 
duration of the contact of bodies at impact. Thus, in the approximation of the mo
mentary impact, the elastic properties of elements at impact are neglected, and 
differential motion equations are supplemented by finite relations characterizing 
the velocity discontinuity at the impact moment. 

A diversity of models of vibroimpact systems and specific features of their de
scription demanded an elaboration of respective mathematical tools. For a long 
time a method of point mapping [106] remained the main investigation tool. This 
exact method is based on the adding of impactless solutions divided by the impact 
moment. Results obtained in this direction are reflected in monographs [71, 72]. 

Obviously, the adding method is suitable in the first place for an analytical 
study of linear systems of low dimension. If the system is non-linear, then an 
attempt to construct an analytical solution for the period between impacts usually 
fails; if the system is linear but has a high order, then the computational difficulties 
appear linked with the necessity of determination of a large number of integration 
constants which are a part of adding conditions. 

A method of periodic Green's functions appeared to be an effective analysis 
method for periodic regimes of vibroimpact systems [ 16]. It was shown in Section 
I, that the motion description by means of integral equations allows us to remove 
many of the difficulties generated by the high order of the system and to single out 
the motion for one or several coordinates. 
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Such a separation in analysis of vibroimpact systems is naturally linked with the 
presence of striking elements. The technique of application of the method of 
periodic Green's functions for analysis of vibroimpact systems was described in 
[23]. This method got the further development in [16]. 

Approximation methods of analysis of vibroimpact systems are also advanta
geous. A method of harmonic linearization of impact non-linearities [16] provides 
in many cases a sufficient qualitative and quantitative accuracy of its results, 
though the problem of the accuracy for a general case remains open. 

An analysis of vibroimpact systems is constructed on the basis of asymptotic 
methods [20, 24, 47, 50, 51, 57, 58]. Suggested non-smooth substitutions of va
riables allow the reduction of the motion equations to a standard form and the use 
of an averaging method. This way is useful for the study of systems close to con
servative ones, and, in particular, for an analysis of steady oscillations in vibro
impact systems. 

A detailed review of analysis methods of dynamics of vibroimpact systems is 
given in [ 16, 24, 71, 72]. The main ideas of the method of integral equations and 
its application for analysis and synthesis of controlled vibroimpact systems are 
given in Sections 2.1, 2.2. 

Problems of an optimal control of vibroimpact systems, or, in a more general 
case, of systems with velocity discontinuities were analyzed in [12-16, 19, 73, 75, 
125, 162, 189]. A solution was obtained, as a rule, with the use of the maximum 
principle: A motion was described by means of differential equations, and the 
conditions of periodicity and of impact were treated as additional constraints 
linking coordinates and velocities of system's points. 

An approach based on the description of the periodic motion of a system with 
the use of integral equations seems to be more effective. 

The main characteristics of a vibroimpact system are impulse and frequency of 
impacts which depend, in their tum, on the motion of a striking element. The 
method of integral eguations allows us to single out one equation describing the 
motion of the striking element; the system's structure determines the form of the 
kernel - the periodic Green's function. Main restrictions of the problem are di
mensions of the structure and the energy source power. These demands can be re
duced in the mainly used structures to a modulus control restriction (restriction of 
dimensions in pneumatic or hydraulic systems), or to a mean-square restriction 
(the structure weight reduction linked with reduction of the compressor's capacity, 
etc.). These construction restrictions are analyzed in more details in [15, 16]. 

Thus, the problem can be formalized in the form of a single integral equation 
that presupposes effectiveness of optimization methods given in Section 1.3. 

The exact solution for an optimal control of a system with one striking element, 
linear between impacts is given in Section 2.3 [73]. An optimal one-impact regime 
is found. It is obvious, that such a regime is mostly advantageous with respect to 
energy [16]; an optimality of the one-impact regime for a system with one degree 
of freedom is proved in [62]. 

Problems of a choice of an optimal period and an optimal clearance (press fit) 
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are solved together with a search for an optimal control. 
In Section 2.4 approximate methods for a solution of an optimal control prob

lem in systems with additional non-linear and non-stationary constraints are given. 
The main attention is paid to a control of resonant systems as far as for the system 
in a resonant regime a weak control excitation can lead to a considerable effect. A 
problem of realization of an optimal control arises in practical application of 
obtained results; some possibilities of realization based on accepted schemes of 
driving mechanisms of force impulse systems are discussed in [I5]. 

2.1 
Motion Equations of Vibroimpact Systems. Integral 
Equations of Periodic Motions 

Let us construct the motion equations for a vibroimpact system under the consi
deration of the momentary impact. 

At the direct central impact of two bodies with masses M1 , M 2 moving with 

velocities x1 , x2 (Fig. 2.1) we have, owing to the conservation law of momentum, 

(2.1) 

Here a minus sign designates the velocities for the impact, while a plus sign desig
nates velocities after it. A linkage between the velocities before and after the 
impact can be expressed by the relation 

(2.2) 

where R is a coefficient of velocity recovery at impact, 0 :-:;; R :-:;; I . The greater R, 
the greater energy loss at impact; R = I corresponds to an absolutely elastic im
pact, R = 0 to a plastic one. 

Mt M2 

.x. 

G 
.x2 

8 .. .. .... 

Fig. 2.1 

A case of an impact against a fixed limiter (x2 = 0) (Fig. 2.2.a) is of special 

interest. In this case at the impact moment 

x=ll, x+ =-Rx_. (2.3) 
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0 

a 

a 

Flg.2.2 

b 

A positive direction for velocity is considered below in the same way as in [16]: 

x_ ~ 0. (2.4) 

/'i > 0 corresponds to a system with a clearance, while ll < 0 corresponds to a 
system with a press fit. Possible vibroimpact regimes satisfy the condition of the 
absence of additional intersections 

x(t) ~fl. (2.5) 

This condition corresponds to an assumption that a motion trajectory does not 
intersect a level of the limiter between two calculated impacts. 

For a system with two symmetric limiters (Fig. 2.2.b), condition (2.5) is reduced 
to the form 

(2.6) 

Here, the velocity value at the impact against the right limiter is considered to be 
positive according to (2.4). 

The value J = Mix_ - x+ I is called an impact impulse (M is a mass of the bo-

dy). Owing to (2.3), the impulse is determined by the relation 

l=M(l+R)x_l· (2.7) 

An analogous characteristic can be constructed also for a case of an impact of two 
bodies. If x is a relative coordinate of two bodies (Fig. 2.1) (x = x 1 - x2 ) , then the 

value 

(2.8) 

is called an impulse, where M = M1M2/(M, + M2 ) is a reduced mass of striking 

bodies, x_ and x+ are relative velocities for and after the impact, respectively. 

Let us write the motion equations of the system with one striking element and 
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the fixed stiff limiter. An equation of the motion between two impacts for the 
striking element with the mass M can be written in the form 

Mx = P(t,x). (2.9) 

Here P(t, x) is a force applied to the striking element, M is its mass. 

Eq. (2.9) is supplemented by the impact condition 

t=t., x=ll, x+-x_=-(1+R)X_=-J.jM. (2.10) 

Here t. is the impact moment, ..1 is a clearance (press fit), J. is the impact im

pulse. Let us substitute a discontinuity condition at the impact moment into the 
motion equation. 

As known [70), a discontinuity of derivative containing the delta function 

j+(t.)- j_(t.)= sS(t-t.) (2.11) 

corresponds to the discontinuity of the first kind of the function f(t) in the point 

t. 

f+(t. )- f_(t.) = s. (2.12) 

Integrating (2.11) over the interval from t. -0 to t. + 0, and accounting for the 

properties of the delta function [ 43, 70), we get (2.12). 
Thus, the discontinuity of acceleration containing the delta function corresponds 

to the finite discontinuity of velocity. Accounting for (2.10)-(2.12) and 
substituting the impact conditions into the motion equation, we get 

Mx = P(t,x)- J.S(t -t.). (2.13) 

Thus, the impact can be treated as a force interaction, and the value 

<ll = -J.S(t-t.) (2.14) 

can be considered as one of acting forces. The force characteristics of an impact 
interaction are constructed in [23) as non-linear functions of coordinates and 
velocities, equivalent to (2.1 0), (2.14). 

A replacement of relations (2.9), (2.1 0) with Eq. (2.13) is especially effective in 
analysis of a periodic motion of vibroimpact systems. 

Consider a system, linear during periods between impacts (Fig. 2.3), with one 
striking element A of mass M. Periodic forces P, (t) = P, (t + T) can generate in the 

system with the limiter both periodic regimes with the period T and sub-harmonic 
regimes with the period equal to a multiple of the excitation period. Besides 
regimes with one impact during the period, multi-impact regimes which are 
characterized by several impacts against the limiter during a period are also 
possible in vibroimpact systems. One-impact T-periodic regimes have the most 



www.manaraa.com

70 2 Periodic Control for Vlbrolmpact Systems 
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Flg.2.3 

intensive (resonant) character. 
Below we will pay the main at

tention to regimes of such a kind. 
Let us write an equation for the 

one-impact T-periodic regime. The 
impact conditions (2.1 0) are reduced 
to the form 

t=kT+qJ, x=A, 
(2.15) 

x+ -x_ =-JfM. 

Here x is a coordinate of the element 
A, J_ ~ 0 is an-impact impulse,(/) is 
an impact phase. J and (/) are constant 
values for a periodic regime. 

Let I~ (p) , ... , I~ (p) be operators 

of dynamic compliance linking 
displacements of the point A with forces applied in points 1 , ... , n, and l(p) be an 

operator of dynamic compliance in the point A. Treating the impact as the force 
interaction (2.14) and substituting the discontinuity condition (2.15) into the 
motion equation, we get the equation of periodic regime 

x= f,t;(p)Pm(t)-l(ptJor(t-(J')]. (2.16) 
m=l 

Here or (t) is a T-periodic delta function which is expressed by the series (1.25), 

(1.25): 

sr(t)=..!.. feki«< = fs(r-kT). 
T k=.... k=-

The unknown impulse J and the impact phase (/) are determined by the impact 
conditions 

(2.17) 

where M is the reduced mass of striking elements. 
The periodic solution of the system (2.16) has the form (see Section 1.2) 

(2.18) 

where X~ and X1 are periodic Green's functions of the first kind corresponding 

to the operators l,:' (p), I A (p): 
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x~(t}= ~ k"t,z:(kiw)e4;.,, 

x.(t}=_!_ ft(kiw)eki"". 
T k-~ 

Using properties of delta function, let us write the solution (2.18) in the form: 

x(t} =e. (t}- 1X. (t- (/) ). (2.19) 

where e1 (t) is a periodic solution corresponding to the motion without the limiter, 

which can be expressed by the first term in (2.18); the second term in it is the 
system's response to the periodic sequence of impact impulses. 

Applying the impact conditions (2.17) to (2.19), we get the system of trans
cendent equations which determine 1 and qJ 

e.(({')= ll +1x.(o). (2.20) 

1 = 01 (({) fx1_ (0)+ (1 + R( Mr. 

In a particular case of the excitation by one harmonic force ~ (t) = P0 coswt, 

P2 (t) = .... P. (t) = 0 , the solution of a linear problem has the form 

e. (t) =a cosw(t +vr), 

where 

a = Jz(iw ~P0 , tan WVf = Im I(iw }/Re l(iw). 

Then 

e. (({J )= acosw(qJ_+vr) = acosw(p, 'qJ = w(qJ +vr ), 
iJ 1 ( qJ) = -wa sin w( qJ + vr) = -{J)(l sin wcp . 

Solving the system (2.20)-(2.22) with respect to 1, cp, we get 

_ A+1x.(o) 
COS(/)= , 1"2:.0. 

a 

(2.21) 

(2.22) 

(2.23) 

The found solution (2.23) should be proved with respect to stability [16] and the 
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absence of additional intersections: x(t) ~ A . 

If non-linear reactions - stationary and non-stationary - are also included into 
excitation forces, then the motion equations 

x=l0 (p)y, y=-pG(t,x) (2.24) 

and the impact conditions do not have, as a rule, an analytical solution. The res
pective integral equation of the periodic regime 

T 

x(t)= -pf X10 (t- s)G(s,x(s))ds- iX10 (t- f/J ), (2.25) 
0 

where X 10 (t) is a periodic Green's function of the linear part of the system, can be 

solved either numerically or approximately. 
Some schemes of approximate solution of equations of the type (2.25) are given 

in Section 2.4. 
In the same way we can write equations of periodic regimes in systems with 

double-sided striking pair for impacts against limiter in tum. Suppose, for the sake 
of simplicity, that during the periods between impacts the system is linear and 
stationary, and let us study various cases of positions oflimiters. 

1. Acting forces change their size after a half-period, Pm(t) = -Pm(t + T I 2) = 
Pm(t + T), m = 1 , ... , n, the limiters are symmetric A1 = A2 =A (Fig. 2.2.b), and 

recovery coefficients R1 = R2 = R . Obviously, in this case 

x(t) = -x(t+T I 2) = x(t+T), 
x(r) = -x(t+T 1 2) = x(r+T), 

and, owing to symmetry, the impact conditions can be written in the form 

t ="'. x = A , .x~•> = -Rx~l), 

t = qJ+ T I 2, x =-A , .i-~2 > = -R.i-~2 >, .i-~2 > = -.i-~1 >. 

Hence, the impact impulses against the right and left limiters 

1 = M(x<l) - .x<ll) = (1 + R)Mx<•> 
1 - + - ' 

1 2 = Mlx~2>- .i-~2 >1 = (1 + R)Mix~2>1 = (1 + R)Mx~•> 
are equal: 

1.=12=1. 

(2.26) 

(2.27) 

(2.28) 

(2.29) 

Treating the impact as the force interaction (2.14) and substituting the condition of 
velocity discontinuity into the motion equations, we get, accounting for the change 
of the impact interaction sign, 

x(t)= f.z;(p )Pm(t )-l(p tJoT (t -rp )-JoT (t- T I 2-rp )]. (2.30) 
m=l 

According to (1.48), define 
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where o; (t) is the periodic delta function of the second kind. Accounting for 

(2.26), we re-write the periodic reaction of the system (1.30) in the form 

(2.32) 

where 8 2 (t) is a periodic reaction of the system without the limiters [see (1.47)], 

n T/2 

82(t)= I Jx;(t-s)Pm(s)ds, (2.33) 
m=l 0 

and x;(t) and X 2 (t) are the periodic Green's functions of the second kind cor

responding to operators l'; (p) , l(p): 

x; (t) = _!_ f.1:: (kiw )ekio.w , 

T *=~ 

X2 (t)=_!_ f.l(kiw)e*;""". 
T k=~ 

.r 

Fig. 2.4 

r = q>,, x = !!.., , .x~l) = -R,.x~l), 

Substituting (2.32) into (2.27), (2.28), we get 
the system of transcendental equations 
determining an impulse and phase of the 
impact: 

(2.34) 

J = iJ2(q> {x2_(0)+[ M(l + Rf' r], 
which coincides - up to the index - with 
(2.20). 

2. The limiters of the system have arbit
rary positions, ll. 2 :f- !!.., , R2 :f- R1 (Fig. 1.4 ). 

Then the impact conditions get the following 
form 

(2.35) 

t = q>2 + T I 2, X= -!!..2, i~21 = -R2i~21 . 

The impact impulses are determined by formulas 

J = M(x 01 -i01 ) = (1 + R )Mi01 
I - + I - ' 

(2.36) 
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J 2 = M(x:2>- ±~2 >) = -(1 + R2 )Mx:2>. 

From the motion equations accounting for the force characteristics of the impact 
interaction 

X= :tz:(p )Pm(t)+ l(p t-J 1DT (t -tp1 )+ J 2DT(t- tp 2 )], (2.37) 
m=l 

we get the periodic motion equation 

(2.38) 

where 91 (t) is a periodic reaction of the system without the limiters [see (2.18)]. 

Substituting (2.38) into (2.35), (2.36), we get 

or, 

x:u =-J~x~-(O)+J2xl(fl'l-fl'2)+91(fi'I)=J~(M(l+RI)r, 

x-:2> = -J~x~(fl'z -tp~)+ J2X1-(0)+61(fl'2) = -J2[M(l+ R2)r, 

J.LI J I - X I ( tp I - tp 2 )J 2 = 61 ( tp I ) ' 

J.L2 J 2 + X 1 ( fP 2 - fP 1 }J 1 = 01 ( fP 2} • 

where 

J.Lj =J~[(•+Rj)Mr +x~-Co) 
and 

-J~x~(O)+ J zX1 (fl'l -tp2) +81 (fl'l) = ~~' 

-JIXI(fl'z- fl'1 )+J zX1 (0)+ 81 (fl'z) = -~z · 

(2.39) 

(2.40) 

(2.41) 

Relations (2.39)-(2.41) serve for determination of impulses J 1 , J 2 and phases 

rp 1 , tp 2 of the impacts. In particular, if 

then Eqs. (2.39)-(2.41) have the solution J 1 = J 2 = J , tp 2 - rp 1 = T I 2 , and can 

be reduced by means of the obvious transformations to the system (2.34). Let us 
note that if the limiters are not symmetric, but P., (t) ;t: - P., (t + T I 2), then the 

motion is also asymmetric, J 1 ;t: J 2 , tp 1 ;t: tp 2 , and for the determination of the 

impulses and phases of impacts the system (2.39)-(2.41) should be used with sub
stitution of J.L 1 = J.L 2 = J.L, ~~ = ~2 = ~ · 

If there are no dissipation in the system, J.L1 = J.L2 = 0 , and 
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1 2 ~ 
X~=-+- ,Ll0 (kw )coskwt, 

T T k=l 

l0 (kw) = Rel(kiw), Iml(kiw) = 0, 

then, obviously, 

x~(r)= x~(-t), x~(T 1 2)= o. 

(2.42) 

(2.43) 

Let (J 1 (t) = -(J 1 (t + T I 2) , iJ 1 (t) = -iJ 1 (t + T I 2) . Then the impact phases ({J 1 

and ({J 2 = ({J 1 + T I 2 are detennined by the equation 

and for calculation of the impulses 1 1 , J 2 the system of equations 

can be used, but 1 1 ~ J 2 for ~~ ~ ~ 2 • 

2.2 
Resonant and Quasi-Resonant Oscillations of 
Vibroimpact Systems 

(2.44) 

(2.45) 

Specific features of a periodic motion of mechanical systems are especially appa
rent in analysis of near-resonant regimes. Intensive oscillations in vicinity of the 
resonance are supported by a small exciting force, and the motion can be treated as 
close to a free one in a case when dissipative forces in the system are small. In this 
connection the main attention is paid to a study of free oscillations of a con
servative system. Using such dynamic model, it is possible to reveal the main 
properties of the oscillatory system in a one-impact periodic regime. 

2.2.1 
Oscillations of Conservative Systems with One Degree of Freedom 

a) Oscillations of a system with a one-sided limiter. Let us examine free os
cillations of a linear conservative system with one degree of freedom and a one
sided limiter (Fig. 2.2.a for b = 0) for an absolutely elastic impact (R = 1}. Con-
sider the impact moment to be a begin of the time axis, and let us account for 
conditions of impact and periodicity 

(2.46) 
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in a solution of free oscillation equation 

x+U 2x=O, 0 2 =cfM, O<t<T (2.47) 

(below M = 1 is considered). Here T = 2tr:fw0 is a period of free oscillations of 

an impact oscillator, w0 is an oscillation frequency. 

J 

0 

Fig.2.5 

In a period between two impacts a 
motion law corresponds to the response 
of the system to a periodic sequence of 
impulses: 

x = -Jx.(r), (2.48) 

where J = 2v0 is an impact impulse, 

X1(t) is a periodic Green's function of 

the first kind of the system (2.47) 

(t)= 1 cosU(t- T 12) 
X 1 2Q sin QT I 2 ' 

O<t<T. (2.49) 

The impact impulse is detennined by an initial energy reserve of the system; the 
relation w0 (J) can be found from (2.48) with account for the first impact con

dition (2.46) 

-Jx.(O)=A. 

Substituting (2.49) into (2.50), we get 

J = -2QA tannD.jw 0 • 

(2.50) 

(2.51) 

The graph of (2.51) is shown in Figure 2.5. A demand J ~ 0 singles out frequency 
domains 

(2.52) 
w0 /U>2, A<O. 

Figure 2.6.a-c presents phase diagrams of the system under study which illustrate 
(2.51 ). A mapping point moves along the truncated circle with a constant angular 

velocity Q. A radius of the circle p = (a2 + v~ jU 2 r2 is fixed by the initial con

ditions (2.46). As far as the impact is momentary, a time of transition from the 
point A to the point B is neglected, and the cycle duration - the oscillation period 
T0 = 2tr:/ w 0 - is equal to the time of the run along the arc. 

In a conservative system without the limiter, with the same initial conditions 
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(2.46), a mapping point covers the entire circle of the same radius p with the same 
angular velocity Q during the period T = 21<jw 0 • Hence, T > T0 , 

.i-;Sl 

a 

.i/fl 

d>O 

A 

8 

A<O 

.r 

Fig. 2.6 

-.J 

.i-jfl ..::1 ~ 0 
A 

B 

.r: 

.X 

i.e., an introduction of the limiter makes the system more "stiff'. Moreover, from 
Fig. 2.6.b follows 

l<w 0 /0<2, 1!.>0; 

W 0 j0=2, 1!.=0; (2.53) 
W 0 /0 > 2, b.< 0, 

that is in agreement with the condition J ;;:: 0 . 
In a system with a clearance, an increase in the impact velocity v0 causes the 

growth of the oscillation frequency, and vibroimpact non-linearity is "stiff', in a 
system with a press fit (b. < 0) the oscillation frequency decreases with the im
pulse increase, i.e., the non-linearity is "soft". For b. = 0 the system is isochro
nous, w 0 jQ = 2. 

b) Oscillations of a system with symmetric limiters. It is not complicate to get 
analogous relations for a case of a free oscillator with two symmetric limiters (Fig. 
2.6.b). 

We correlate the begin of the time axis to the moment after the impact against 
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the right limiter, and impose on the equation solution the following conditions: 

t = 0' X = A ' t = T I 2 ' X = -A' 
(2.54) 

Thus, the system motion corresponds to its response to the stream of impulses, 
which change their sign after a half-period [see (1.48)], i.e., in the intervals 
between the impacts 

(2.55) 

Here X 2 (t) is a periodic Green's function of the second kind (2.45) 

X (t) = 1 sin O(t - T I A) O < 1 < T I 2 ; 
2 20 cosOT I 4 ' 

(2.56) 

the dependence of the frequency w 0 on the impulse is given by the impact con

dition 

Substituting (2.46) into (2.47), we get 

nn 
Jtan-=2nA. 

2wo 

(2.57) 

(2.58) 

A demand J ~ 0 singles out a frequency domain of free oscillations 

W0 /0~I, (2.59) 

that also evidently follows from the phase diagram analysis of the system (Fig. 

J 

Flg.2.7 

2.6.d). The skeleton graph - the depen
dence w0 (J) - is shown in Figure 2.7. 

The boundary point w 0 = 0 corres

ponds to the contact point for J = 0 . 
The detailed motion analysis of the 

system with one-sided and symmetric 
double-sided limiters is given in [16, 24, 
72]. 

c) Oscillations of a system with 
asymmetric limiters. Let us construct 
skeleton curves characterizing the de
pendence of the frequency of free oscil
lations on an impulse in a system with 
asymmetric limiters. Correlating the be
gin of the time axis to the moment of the 
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impact against the right limiter, we will write the impact conditions in the form 

1=0, X=6 10 x(O+)=-Vo 

(2.60) 

I = T I 2 • X= -62 . 

A velocity level at moment t = T I 2 is determined by Eq. (2.45) (for 01 = 0 ). We 

have 

(2.61) 

where J 1 = 2v0 , an impulse J 2 = -2x_(T I 2) is determined from the solution of 

the system (2.61) and can be expressed by J 1. From (2.61) 

11 = -~[(61 +62)Xi1(o)+(61 -62)X~1 (o)]= i1- i2• 

12 = -~[(61 +62)Xi1(o)-(61 -62)x;1(o)]= i1 + i2. 

where still 

X2(t)= X1(t)- X1(t+T 1 2), X2(0)= -(2of' tan1CO.f2w0 • 

X3(t)= X1 (t)+ X1(t+ T I 2), X3 (0)= (mr' cotn0/2w0 • 

(2.62) 

(2.63) 

The function z3 (t) can be treated as a periodic Green's function of the first kind 

with the period T I 2. Eqs. (2.62), (2.63) have the following physical sense. The 
first term j 1 corresponds to the impact impulse in a conservative system with the 

limiters situated symmetrically, at x = ±(61 + 6 2 )/2, the second term j 2 cha

racterizes the impulse change caused by asymmetry of the system. 
From (2.62), (2.63) we have 

nQ 110 
J 1 =0(61 +62)cot--0(61 -6Jtan-. 

2wo 2wo 
(2.64) 

(2.65) 

A demand for existence of a double-impact asymmetric regime J 1 ~ 0 , J 2 ~ 0 
singles out the following domains. 

a) 6 1 > 6 2 . From (2.64), (2.65) follows that J 2 > 0 for W 0 /0 >I, the impact 

against the right limiter exists only for 



www.manaraa.com

80 2 Periodic Control for Vlbroimpact Systems 

2 n!l ~. +~2 2 tan --:s; = p. 
2wo ~. -~2 

(2.66) 

and the boundary of the double-impact regime is determined by relation 

). = Wo = 1C ' 
0 2 arctan p. 

(2.67) 

i.e., 1 :s; ). :s; 2. The value ). = 1 corresponds to the symmetric limiter, the value 
). = 2 corresponds to the case ~ 2 = 0, I 1 = 0 [quasi-isochronous system, comp. 

(2.53)]. Eqs. (2.64)-(2.67) are presented in Fig. 2.8.a. For 1 < W0 /0 <). there 

can exist the regime with impacts only against the left limiter. 

J 

0 0 
a 

a b 

Flg.2.8 

b) ~. < ~2 • From (2.64), (2.65) follows that I 1 > 0 for w 0 f0 ~ 1, and the 

condition J 2 ~ 0 is fulfilled , if 

2n!l ~.+~2 2 tan --$; =Jl. 
2wo ~~~ -~21 

(2.68) 

The boundary for existence of the double-impact regime is determined by the re
lation analogous to (2.67): 

). = Wo = 1C 
0 2 arctan p. 

(2.69) 

The graphs of Eqs. (2.64), (2.65) for ~. < ~ 2 are presented in Fig. 2.8.b. For 

1 < w 0 f0 <). there can exist a regime with impacts only against the left limiter. 

Thus, depending on the initial energy supply and position of the limiters, 
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regimes with impacts against either one limiter (situated closer) or both limiters 
can exist in asymmetric system. 

2.2.2 
Resonant Oscillations of Systems with Several Degrees of Freedom 

Let dynamics of a conservative system be described by an equation of a more ge
neral form 

(2.70) 

where D0 (p) is a dynamic stiffness operator of the system reduced to the impact 

point, Im D 0 ( kiw) = 0 . 

Imposing the impact conditions (2.47) on the solution of Eq. (2.70) and treating 
the motion as the system's response to a periodic sequence of impulses, we get 

(2.71) 

where J is still an impact impulse, X 1 (t) is a periodic Green's function of the first 

kind corresponding to the system (2.70) 

1 2 ~ 

X1 (t )= -+-LJo(kiw )coskwt, 
T T k=l 

An oscillation period and impact impulse are linked by expressions 

For a system with double-sided symmetric limiters we get analogously 

x(t)= -Jx2(t), 

(2.72) 

(2.73) 

(2.74) 

where X 2 (t) is a periodic Green's function of the second kind corresponding to 

the system (2.70) 
4 ~ 

x2(t) =-2:la[(2k + l)iw ]cos(2k + l~t. (2.75) 
T k=l 

An impact impulse is determined by an initial energy reserve in the system; an 
oscillation period is linked with the impulse by relations of the type (2.57) 

(2.76) 

Thus, a one-impact T-periodic regime with parameters determined by Eqs. (2.73) 
or (2.76) occurs in the conservative vibroimpact system. 
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If dissipation during the motion and impact is low, then a regime close to reso
nance can exist in the system. In such a case the periodic oscillations are supported 
by a small external periodic force. 

Existence conditions for the regime close to a resonance were studied in [85]. 
They are reduced to the demand of the energy balance for external and dissipative 
forces during the period of the generating solution of the conservative system. A 
method of construction of quasi-resonant solutions for a vibroimpact system with 
respect to the energy balance condition is used in [16]. 

Below, in Section 2.4, another scheme of successive approximations is given 
for a construction of quasi-resonant solutions for vibroimpact systems. 

2.3 
Optimal Periodic Control for Vibroimpact System, Linear 
between Impacts 

We now consider in details the optimal control problem for a system with a one
sided limiter. Dynamics of the system is described by the equation 

D(p )x = Q(p )u (2.77) 

and by impact conditions 

x =A, .x+ = -Rx_. (2.78) 

Here xis a relative coordinate of a striking element (Fig. 2.3), D(p) is a dynamic 

stiffness operator of the system, Q(p) is a transfer function of the regulator, u(t) 
is a T-periodic scalar control. The form of the function D(p) is determined by the 

system structure; parameters of the regulator are arbitrary in a general case, but it 
is supposed that the closed system with a transfer function H(p) = O(p )D-1 (p) is 

stable, and H(p) = O(p-2 ), p ~ oo. 

2.3.1 
Control for the Fixed Oscillation Period 

Let us find a control u forming the maximum impact impulse 

J = M(l+R)X_ 
of a one-impact T-periodic regime with the restriction 

I T 
<!» 1 ( u) = - J u2 (t )dt ~ C , 

To 

(2.79) 

(2.80) 

which determines energy costs of the control. Let us reduce the problem's de
mands to one functional 
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T 

ct>( u) = J - ~ J u2 (t )dt , a > 0 , 
2T 0 

(2.81) 

and determine the T-periodic control u(t) from the maximum condition for the 
functional (2.81) corresponding to the one-impact T-periodic regime. If the period 
T is not fixed then it should be additionally determined from the optimality 
conditions. 

Let us WTite an integral equation of the T-periodic regime for the system with a 
one-sided limiter 

T 

x(t)=-Jx,(t)+ Jx~(t-s}u(s)ds, O<t<T. (2.82) 

Here 

(2.83) 

is a periodic Green's function of the disconnected system, 

X~(t) = _.!._ f.D- 1 (kiw )Q(kiw )eki"" 
T *=-

(2.84) 

is a periodic Green's function of the controlled system. Excluding the impulse J 
from (2.82), we get 

T 

x_(O) = [ M(l + R)f' J = -JX,_(O)+ f[x~(t- s)Lo- u(s)ds. (2.85) 
0 

Accounting for obvious substitutions, 

(2.86) 

we will reduce (2.82), (2.85) to the form 
T 

J = -.u;' J X~s (T- s }u(s )ds, (2.87) 
0 

and 
T 

x(t) = J Kt(t,s)u(s )ds, (2.88) 
0 

where 

x(t)=[(l+R)Mf' + _x,_(o) (2.89) 

and 
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Kt(r,s) = x~(r- s )+ 11~' x, (r )x~,(T- s ). (2.90) 

Substituting (2.87) into (2.81 ), we will exclude J from the functional <1> 

<l>(u) = -J[/1~ 1 X~,(T- s )u(s )+~u2 (s)]ds. 
0 2T 

(2.91) 

Thus, the problem is reduced to determination of the control u(t) maximizing the 

functional (2. 91) under an additional constraint 

x(T) = x(t)= t:.. (2.92) 

The condition of velocity discontinuity of (2.78) is accounted for in transfor
mations (2.79), (2.85) and in the form (2.88) of motion equations. Problem 
restrictions should also contain demands 

J ~ 0 , x(t) ~ t:. , (2.93) 

determining a positive direction of the axis and excluding the overcoming of the 
limiter position. Conditions (2.93) are not included into the functional of the prob
lem, and should be proved after its solution. 

Thus, the problem is reduced to a control construction maximizing the functio
nal (2.91) with constraints (2.88), (2.92). It is easy seen that condition (2.82) re
duces the examined problem to a position control problem which is studied in 
details in Section 2.5. Indeed, owing to (2.88), condition (2.92) is reduced to an 

isoperimeter constraint 

T 

f[Kt(T,s)u(s)-t:.r' }ts = 0. (2.94) 
0 

Substituting (2.94) into (2.91 ), we will write the extended functional of the prob

lem in the form: 

S = [ {-[; u2 (s)+ 11;' x~(T- s)u(s )]+A[ Kt"(T,s )u(s)- ~ ]}ds = 

T 

= J L(s,u(sp.}is. (2.95) 

A condition of the maximum principle 

dLfJu = 0 (2.96) 

and Eq. (2.94) serve for determination of the optimal control u. (s) and the multi

plier A. From (2.95), (2.96) we have 

u.(s) = a;'[Ax~(T- s )+ 11;' x~,(T- s XAx(o)-1)]. (2.97) 
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a 1 =afT. 

Substituting (2.97) into (2.87), (2.94), we get 

x(O)= -JX1 (0)+a~1 .il.k11 =A, 

where 
T 

k11 = J[x~(s)f ds, 
T 

k12 = J[x~,(s)f ds. 
0 0 

Solving the system (2.99) with respect to J, A, we get 

J =J. =k12 [k11 a~1 -Az1 (0)]o-t, 

A= A..= [kt2Xt(O)+ at,u~A p-t 

and 

1-.A.x~(o)= .uakll -a~Ax~(o)]o-l. 
where 

(2.98) 

(2.99) 

(2.100) 

(2.1 01) 

(2.102) 

The constraint (2.97) can be proved for concrete values of X 1 (T), ,u1 , and is 

fulfilled, in particular, for ,tt1 <<I . A coefficient a should be chosen according to 

condition (2.80). Accounting for (2.97)-(2.101), 

..!_ J u2 (t)dt = -;..{.A2k11 + .uak11 -a 1AX1 (o)f D-2k12 } ~C. 
T 0 a 

In particular, for .U = 0 we have A.= X~ 1 (0) and 

a2 ~ TkuCtz~2(0). 

From the last condition we get the following restriction: 

1. = k11a-1T- Az~1 (o) ~ .Jk11 Tclx~(o~ + 1 o. 

(2.103) 

(2.104) 

(2.105) 

where 1 0 = -Az~1 (0) is the impulse value at vibroimpact resonance. The in

equality (2.1 05) allows us to estimate the ultimate possibilities of the system for 
limited energy costs of the control. 
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2.3.2 
The Choice of Optimal Period between Impacts 

Above it was supposed that the period T of guided excitation was fixed. It is a case 
when the energy supply is an independent energy source. At the same time, the 
oscillation period can be treated as a problem's parameter and as thus it can be 
chosen from optimality conditions (now not discussing a problem of practical 
realization). Then the condition (1.79) 

as jar= o (2.106) 

is added to the optimality conditions. Here the functional S is determined by Eq. 
(2.95), and owing to (2.94), (2.96) 

as afT2 a2 
-=--2 u (s)ds+-u (T). 
dT 2T 0 2T 

(2.107) 

Substituting (2.97), (2.103) into (2.107), (2.106), we get 

;; ~ : -j[ >z~(O)- p, ( k, - ; Az(O) )o-• X~. (O)r -

- ~ {A.2 k11 + J.Lak11 -a,fix,(o)f D-2 k12 }} = 0. (2.108) 

The constants k11 , k12 , A. are determined by Eqs. (2.99), (2.100), and, in their 

tum, depend on T together with X 1 , X~ . Generally speaking, Eq. (2.1 08) can not 

be solved analytically with respect toT. If dissipation in the system is low, J.L"" 0 

and Q(p) = 1 , then X~ (T) = X 1 (T), A. = x~' ( 0), and the control (2.1 08) conside

rably simplifies: 

as T[ 1 Jr 2 ] -=- 1-----z----() X1 (s) ds=O. 
(![ a TX1 0 0 

(2.109) 

In particular, for a system with one degree of freedom Eq. (2.1 09) is reduced to the 
form 

I _ I +sin QT jQT = O (2. I 10) 
2cos2 (0T/2) ' 

and the optimal period of oscillations T. can be found as the smallest root of the 

equation 

x=tanx, x. =QT., (2.111) 

or, 

QT. "' 37r - 27r . 
• 2 3 (2.112) 
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In many of impulse systems the efficiency is increased not by means of the in
crease in the impact impulse, but either by increasing the impact frequency [16] or 
by decreasing the period between impacts. 

Let dynamics of the system be described by Eq. (2.88) and condition (2.92). Let 

us find a control u(t) minimizing the high-speed-action functional 

T 

<l>(u)= I dt (2.113) 

for a condition lui ~ U 0 • The Lagrange functional S has the form 

T T 

S = J{ -1 + I..[Kt"(T,s )u(s)- !lr' ~ds =I L(s,u,l.. }is, (2.114) 
0 0 

where Kt"(T,s) is a kernel of (2.90), 1.. is a Lagrange multiplier. From the maxi-

mum condition for L with respect to u follows 

u. = U0 sgn[AKr(T,s)]= U0 sgnl..sgnK,"{T,s). (2.115) 

Two conditions (2.92) and (2.106) serve for determination of A, T. Owing to 
(2.114), (2.115), the Lagrange functional 

s = -.T-M+I1..IU0 q(T), 
(2.116) 

T 

q(T)= JIKt(T,s~ds>O, 
0 

and from conditions (2.92), (2.1 06) with account for (2.115), (2.116) follows 

x(O) = x(T) = U0 sgn l..q(t) =A, (2.117) 

as aq 
aT= -1 +ll..lvo aT. 

From the first condition not only sgn A = sgn !1 can be obtained, but also an 

equation for determination of the period T 

(2.118) 

The second condition of (2.117) determines 11..1. (For calculation of the derivative 

dqfdt, a dependence of K(t,s) on Tshould be accounted). 

2.3.3 
Determination of Optimal Clearance (Press Fit) 

If a period of an external excitation is fixed, then an impact impulse can be in 
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creased by means of optimal choice of a clearance (press fit). This problem - as 
other ones of the impact system optimization - was solved with the use of the ma
ximum principle [15, 16, 67), but an analysis of differential equations made the 
solution for a system with only one degree of freedom possible. 

Let us find an optimal control and an optimal clearance which form the maxi
mum impulse in the system (2.77) with a one-sided limiter when the control u(t) 
satisfies the restriction iu(t ~ :5 U 0 • 

Accounting for (2.87), let us write the functional 
T 

<l>(u) = J = -.U~ 1 J X~.(T- s)u(s)ds. (2.119) 
0 

Including the constraint (2.94) into the functional (3.119), we get an extended 
functional analogous to (2.95): 

T T 

S = J{ -,u~ 1 X~s (T- s )u(s )+A.[ K( (T,s )u(s)- ~r1 }ds = J L(s,u(s ~A..~ }is. 
0 0 

(2.120) 
An additional condition (1.76) serves for determination of the parameter~. As 

far as~ is not within integration bounds, then the condition (1.76) is reduced to the 
level (1.77), in our case 

f ~~ ds = 0, (2.121) 
0 

that gives, owing to (2.120), 

A.=O. (2.122) 

Then the functionals S and <I> coincide, and from the maximum condition for L 
with respect to u we get, owing to (2.119), (2.120), 

u. =-U0 sgnx~.(T-s), (2.123) 

i.e., 
T 

J. = .U~ 1U 0 Jjx7. (s ~ds (2.124) 
0 

and 
T 

~. = -l,X1(0)-Uof X7(T-s)sgnx7,(T -s)ds. 
0 

In particular, for a system with one degree of freedom without dissipative elements 

Q(p)=1, X7(t)=X 1(t), .U1 =(1-R{2(l+R)r 

(t)= 1 cosQ(t-T/2) 
X1 2Q sinQT/2 ' 

. (0)- .!. X1- -- 2 • 

and 
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u.(s) = -U 0 sgn(sinO(T I 2- s )] , ( )
-1 nQ 

J.=U0 J1 10 tan-, 
2w 

that with accuracy up to notations coincides with results obtained in [67]. If the 
period Tis also determined by the optimality conditions then Eq. (2.1 06) should be 
added to Eq. (2.121). 

2.3.4 
Optimal Control in Systems with Double-Sided Symmetric Limiters 

For an optimal control construction in systems with double-sided limiters a pro
cedure of the method of integral equations can be also used. So, only one model is 
treated: the optimal control construction forming a regime optimal with respect to 
a high-speed action in the system (2.77) with double-sided limiters and control 
restrictions. 

The system dynamics is still described by Eq. (2.77) 

D(p }x = Q(p )u, 

where u(t) is a T-periodic control, with a property 

u(t) = -u(t + T I 2) . (2.125) 

Impact conditions are written with account for the choice of the axis direction 

r = o, x = ~::J., ·< = -Rx_ , x_ > o, 
(2.126) 

r = T 1 2, x = -l::i, x+ = -Rx_, x_ < o. 
When conditions (2.125), (2.126) are fulfilled, then a periodic motion has the 

property 

x(t+T/2)=-x(t), x(t+T)=x(t) 

and can be treated on the interval 0 < t < T I 2 . And 
T/2 

x(t)= -1X 2 (t)- f x;(t-s)u(s)ds, 0< t < T I 2, 

where X 2 (t) and X; (t) are periodic Green's function of the second kind: 

X2 (t) = 2 f D-1 [(2k + l)iw )exp((2k + 1)iwt), 
T k=-

(2.127) 

(2.128) 

(2.129) 
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The control u(t) should be found from the minimum condition of the high

speed-action functional (2.113) with the restriction ~~ ~ U 0 • Excluding the impulse 

J from (2.129) with the help of the velocity discontinuity condition (2.126) 

T/2 

J=-J.I.;' Jx;s{TI2-s)u(s)ds, 

where 

let us reduce (1.128) to the integral form 
T/2 

x(t) = J K;(t,s )u(s )ds, 

where 

Here the condition X 2 {t) = -X 2 (t- T I 2) is accounted. 

(2.130) 

(2.131) 

(2.132) 

(2.133) 

The Lagrange function of the problem under study is analogous to (2.114): 

L(s,u,A.,T) =-I+ A.[K;(o+,s)u(s )- !lr-1], 

u.(s) = arg max L(s,u,A.,T) = -U 0 sgn J..sgn K;(o+,s), 
I¥Vo 

and 

(2.134) 

(2.135) 

Substituting (2.135) into (2.133) and imposing the impact condition on x(t), we 

get 
T/2 

x(T I 2) = -!!. = -U0 sgnJ.. JIK;(r I 2,s~ds, 
0 

i.e., sgn A = sgn !l , and the equation 
T/2 

U0 JIK;(r I 2,s~ds = !l 
0 

can serve for an oscillation period determination. 

(2.137) 

Let us examine an example of an asymmetric motion of a system in analogy 
with Section 1.3. 

Let a dynamic system (manipulator) move between the limiters which are 
symmetrically positioned at x = ±!!.. At impact against the limiter, the system's 
velocity is damped by a holder, a loading (unloading) and a respective change of 
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dynamic characteristics of the system occur during the stop [17]. The system 
leaves the holder with a zero velocity, and the motion continues up to the impact 
against another limiter. If we exclude the stop from our consideration, then the 
system's motion can be schematically presented in a way shown in Fig. 2.9. The 
cycle duration (excluding the stop) is T = (7; + T2 )/2. 

Let us construct a control u1 (t) , 

u2 (t) , lu J I $ U 0 , minimizing dura

tion of each of the intervals 7; /2 , 

T2 /2. Here, as in Section 1.3, each 

of the intervals is treated as the first 
half-period of respective asymmetric 
motion. 

Let the moment of the impact 
against the right limiter be the begin 
of the time axis. Then, at the interval 
0 < t < 7; /2 the system dynamics is 

described by the equation 

and by the impact condition 

J 

-J -----

t=O, x(O)=A, x_(O)>O, x+(O)=O. 

Fig. 2.9 

(2.138) 

(2.139) 

Here D1 (p) is an operator of dynamic stiffness of the actuator, Q(p) is a charac

teristic of the control network, independent of system parameters. The equality 
x+(O) = 0 means that the condition of velocity discontinuity can be written in the 

traditional form .X+ = -Rx_ for R = 0; a mass of the striking element is equal to 

~-

Just as for the interval 0 < t < T2 /2, the system dynamics is described by the 
equation 

(2.140) 

and by the condition of the impact against the left limiter 

t=O, x=-l'l., x+=-Rx_, .i_<O, R=O, (2.141) 

a mass of the striking element is equal to 1nz . 
From (2.135)-(2.137) follows that an optimal control at each of the intervals is 

described by 

u!(s) = (-1YU 0 sgn Kj"(TJj2,s), 0 < s < TJ/2, (2.142) 
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where 

Kt(Tij2,s) = -[ (Jl~r x~:(Ti I 2- s )x~(O)+ X~"(Ti I 2- s )] , 

and X~ ( s) , Xi" ( s) are periodic Green's functions analogous to (2.129), Jli = 

-mj1 + xL (0), j = 1, 2. A duration of the interval Td2 is determined by the 

condition (2.137), namely, 

T/2 

U 0 J IK f" { Ti I 2, s ~ds = 1~1. (2.143) 
0 

Let the manipulator, for instance, be schematized by a system with one degree of 

freedom, and Q(p) = 1 , "" = m2 = I . Then 

. 1 sin Q i (r - Ti I 4) 
X~ (t) = , 0 < t < Td2 , 

2Qi cosO.iTil4 

Jl1 = Jl2 = 1 I 2 , 

and 

sin Q i (t - Ti I 2) 
2 , 

20. i cos Q iTi I 4 

so that 

u! (t) = u 0 sgn sin n, ( t -I; /2) • 

u! (t) = -U o sgn sin 0.2 (t- T2 /2) . 

Intervals I; , T2 are determined by relations 

Suppose Q iTi < 2tr . Then u' = -U 0 , u2 = U 0 , and the intervals I; , T2 are 

determined from the equation 

tan 2 (n 7J4)= ~u~'. 

If the system has more than one degree of freedom, then motions of 
intermediate elements are connected in the same way as in Section 1.5. 

2.4 
Optimal Control for Quasi-Resonant Systems 

It was shown in Section 2.2 that in a case of a small energy dissipation a resonant 
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regime where the motion is with a finite impulse is supported by a small periodic 
excitation can be realized in the system. Obviously, a special attention at a choice 
of an optimal scheme should be paid to resonant systems while in such a case it is 
possible to achieve a considerable effect with the use of low control excitations. In 
this case the control compensates an effect of dissipative forces and realizes a 
periodic regime which is close to a resonant one. Its parameters are determined by 
optimality conditions. If the system contains nonlinear or non-conservative 
elements, or a control is not additive (for instance, in the form of parametric ac
tion), then approximate methods analogous to those analyzed in Section 1.6 can be 
used for an optimal control construction. 

2.4.1 
General Equations of the Method of Successive Approximations for 
Search of Periodic Solutions for Vlbrolmpact Systems 

Let us limit our considerations by a case of a one-impact T-periodic motion of a 
system with one striking element and a one-sided limiter. 

Considering the impact moment to be the begin of a time axis, we can write the 
motion equations of the system between impacts in the form 

i =Ax+ g(x,u), (2.144) 

where x e R. , u e U c Rm , A is a matrix of the respective dimension, e is a small 
parameter. It is assumed that eigenvalues of the matrix A differs from ±i21Ck/T 
( k = 0, ±1, ... ). Demands to the function g are listed below. 

Let x1 be a coordinate of the striking element, x2 = x1 be its velocity. Then the 
impact condition has the form 

t=kT, x1 =t., x2+ =-Rx2_ (k=0,±1, ... ). (2.145) 

The piecewise continuous function u(t) will be called "admissible control" if 

u(t) eU, and for u = u(t) there exists a unique T-periodic solution of the system 
(2.144), (2.145). 

We will look for a control u.(t) from a set of admissible controls minimizing 
the functional 

T 

<I> c(u) = f[o(x )+ 11f(u )}tt (2.146) 
0 

on the T-periodic solution of the system (2.144), (2.145). Inequalities (3.93) are 
supposed to be fulfilled, and they are proved after the problem is solved. 

The optimal control u. is determined by the condition 

u. = argmaxH(x,u,q)ju eU, (2.147) 
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where H(x,u,q)=q'(Ax+eg(x,u))-9(x)-VJ(u), q is the solution of the conju

gate system (1.85) 

q= -iJHj()x = -A'q-eg;(x,u)q, (2.148) 

satisfying the periodicity conditions qi(t + T)= qAt) and the condition in the 

discontinuity point [see (A.24)) 

(2.149) 

where q i is the j-th component of the vector q, j = 1 , ... , n. 

Suppose that Eq. (2.147) is solvable with respect to u, and 

u. =V(x,q). (2.150) 

Thus, for a solution of the periodic control optimization problem a periodic solu
tion of a nonlinear system of equations 

x = Ax+ft;(x,u), 

with discontinuity conditions 

t=O, x 1 =!!!., x2+ =-Rx2_, q2 .. =-R-1q2_. 

should be found. Here 

/ 1(x,q)= g(x,u), / 2 (x,q)= g;(x,u) 

for u=V(x,q). 

(2.151) 

(2.152) 

Suppose that the right-hand parts of the equations satisfy the following condi
tions [84, 85): 

1) Functions / 1 , / 2 , 9 are uniquely determined for x , q E G , where G is some 

domain in R2 • • 

2) The domain can be divided by discontinuity surfaces 

(2.153) 

into domains G., ... , Gp in each of which the functions f.Ax,q) are two times 

continuously differentiable with respect to x, q up to the boundaries, the function 
9(x) is three times continuously differentiable. The functions vk(x,q) are two 

times continuously differentiable with respect to x, q for x, q E G . (The straight 

line x1 = !!!. is also included in the set of discontinuity surfaces.) 

3) Either the functions f., / 2 , 9 or their first or second derivatives with res-
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pect to x, q can have discontinuities of the first kind on the discontinuity surfaces. 
4) It is further supposed that the generating system 

i 0 = Ax0 , (2.154) 
q = -A'q+O:(x 0 ) 

has a unique T-periodic solution satisfying the conditions (2.152) (this solution is 
constructed in the same way as in Section 2.1 ). 

Suppose that conditions 

(2.155) 

are fulfilled in the crossing points with the surfaces (2.154). 
It was proved in [85] for more general assumptions about the form of the 

system (2.151) and discontinuity conditions (2.152) that for our assumptions it is 
possible to construct a solution for the system (2.151 ), (2.152) with the use of the 
method of a small parameter. 

Theorem 2.1 [85]. Let the right-hand parts of Eq. (2.151) and the generating 
solution x0 (t), q0 (t) satisfy the conditions 1) - 4). Then for sufficiently small E 

the following scheme of successive approximations holds: 

• I - A I cl' ( 1-1 1-1 ) X - X +<-JI X ,q , 

(2.156) 

x 1(t)=x 1(t+T), q1(t)=q 1(t+T), 

(2.157) 

and 
lx 1 (t)-x,(t~ ~ CEI+I, lq'(t)-q,(t~ ~ CEI+I, (2.158) 

0 < t < T , l = I , 2, ... 

Below we will examine the quasi-conservative systems for which the recovery 
coefficient R = I - t:r . In order to find a generating solution, the relation R = I 
should be used, and in the subsequent approximations the relation R = I - t:r 
should be accounted. 

Let us return to the optimal control problem. Define the control 

u1 (t) = v(t,x1 (t ~q' (t )) . (2.159) 

It is also easy to show - as in Section 1.6 - that the following statement holds: 
Theorem 2.2. Let the functions J; , f 2 , 0 satisfy the conditions of Theorem 

2.1, the function vr(u) be continuous and continuously differentiable for u EU. 
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Then for sufficiently small e 

O:S <~>.(u1 )- <l>.(u.) :S ee1+I, 

l![u.(s )- u1 (s )}14 :S cel+1 , (2.160) 

lx.(t)-x!(t~ :S ee1+1 , 

where u. is the optimal control with respective trajectory x. , x! is a solution of 

the system (2.144) for u = u1 , <I> • ( u1 ) is a value of the functional (2.146) for 

u=u1 , x=x1 • 

If the functions f 1 , f 2 are continuous and satisfy the Lipschitz condition with 

respect to x, q on discontinuity surfaces, then the estimate with respect to u can be 
strengthened: 

lu.(t )- u1 (t ~ :S ce1+1 , (2.161) 

Finally, the scheme of successive approximations of Theorem 1.5 holds. 
Theorem 2.3. Let the periodic motion of the system be described by Eqs. 

(2.144), (2.145), and u 1 be a control minimizing the functional (2.146) on traje
ctories of the system 

(2.162) 

where the generating approximation is determined by Eq. (2.154). Then in a case 
of fulfillment of enumerated smoothness conditions, the estimates 

0 :S cl>. ( u1)- <I>. ( u.) :S ce1+1 , 

(2.163) 

lx 1 (t)-x.(t~ :S ce1+1 , 

are true. Here x!(t) isasolutionofthesystem(2.144)for u=u 1(t), ct>.(u 1 ) is 

a value of the functional (2.146) for u = u 1 , x = x!. Respective estimates are also 

true for ii 1 • 

Thus, schemes of successive approximations which hold for systems described 
by differential equations can be applied to vibroimpact systems. Below we use 
integral equations of the vibroimpact system motion for periodic motion descrip
tion. The equivalence of the optimality conditions and of the schemes of succes
sive approximations for presentations in the form of differential and integral 
equations can be proved in the way used in Section 1, and is not separately 
discussed. 

All the schemes of successive approximations can be also applied to the optimal 
high-speed-action problem. In this case the conclusions of Theorem 1.6 hold. 
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Let us note that the generating system (for e = 0 ) is not controllable, but the 
generating trajectory x 0 remains in the e -zone of the optimal trajectory. More
over, for each admissible control u(t)' the solution of the system (1.244), (1.245) 

remains in the e -zone of the optimal trajectory. Thus, a formation of the optimal 
control u0 does not improve an e -estimate of the closeness of trajectories in the 
first approximation, but it minimizes the control costs (analogous situations are 
discussed in [ ll 0]). 

2.4.2 
Optimal Control of Quasi-Resonant Motions of Vlbrolmpact Systems 

Let us again examine the system with one striking element and with the one-sided 
limiter. 

Let the system in periods between impacts be described by the equation 

(2.164) 

where x is a coordinate of the striking element. Conditions of the impact against 
the one-sided limiter have the form 

t = o, x = 11, .< = -Rx_, R = 1- er. (2.165) 

Here g(x, x) is a reaction of an additional nonlinear link, D0 (p) and D1 (p) are 

conservative and dissipative parts of a dynamic stiffness operator for the linear 
part of the system, Q(p) is a characteristic of the regulator for the coordinate x, e 
is a small parameter. For a sake of simplicity, we consider the mass of the striking 
element to be equal unity, g = g( x) . 

An equation of the quasi-resonant periodic motion get the form 
T 

x(t) = -Jx:1(t )+ eJ {x~(t- s )u(s )- x?(t- s )g[x(s)]- x: (t- s )x(s)}ds, (2.166) 
0 

where x?(t), x: (t) and X~ (t) are periodic Green's function of the first kind for 

respective elements of the system: 

x?(t)= ~ fv~1 (kiwF*i"", D0 (kiw)7'0, 
k=-

x:(t)=..!.. fv~1 (kiW)D1 (kiw)ekiOJt, D1-
1(kiW)7'0, (2.}67) 

T *=-
X~(t)=..!_ fv~1 (kiwR(kiw)e*;.,, Q-1(kiw)7'0, 

T *=-
and it is supposed that D~ 1 (p)=O(p-2 ), Q(p)D~1 (p)=O(p-2 ), D1 (p)D~ 1 (p) 
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= o(p-1). In an approximate solution it is expedient to single out the generating 

system by means of calculating the impulse J from the condition x( 0) = !:l . We get 

T 

J = J 0 + e[x~(o)f' J{x~(T- s )u(s)- x~(T- s )g[x(s)]- x: (T- s )x(s )}ds, 
0 

(2.168) 

where 

lo = -!:l[x~(o)f' (2.169) 

is the impulse value at the vibroimpact resonance. From (2.166), (2.168) follows 

T 

x(t) = -J oX?(t )+ e I { Qt(t,s )u(s )- QNt,s )g[x(s) ]- Q1
1 (t, s )x(s )}ds, (2.170) 

() 

where 

Q~(t,s)= x;>(r- s)- [x?(o)f' x?(t)x?(T -s), 

Qt(t,s) = X~(t- s)- [x~(o)f' X~(t )X~(T- s), 

Q,' (t, s) = x: (t- s)- [x?(o)f' x?(t )x: (T- s). 

(2.171) 

The generating system is not controllable for e = 0, x0 (t)= -Jx?(t), and, in 

the first approximation, the impact impulse J = J 0 is entirely determined by the 

values of !:l and T. So, for the fixed values of !:l and T, choosing the control, it is 

possible to achieve only small - of the order of e- increase in the impact impulse. 

Thus, if the aim is the impulse increase then at least one of parameters (!:l or T) 

should be chosen from the optimality conditions. If the aim is a realization of the 

resonant regime then the control u(t) should only support the generating regime 

compensating the energy losses in the system. 
In the general case the problem's functional has the form 

T 

<l>(u) = f[e(x )+ 1/f(u )}tt, u E U , (2.172) 
0 

the motion equations (2.170) and impact conditions (2.165) serve as additional 
constraints. Excluding the impulse J from the velocity discontinuity condition 

4T 
J = --J{x~, (T- s)u(s )- X?,(T- s )g(x(s ))- x:,(T- s)x(s)}ds, (2.173) 

r o 

and substituting (2.173) into (2.166), we get 

T 

x(t) =I {[Kt (t,s )+ex~ (t- s )]u(s )- [ K~(t ,s )+ex~ (t- s) )g[x(s )]-
() 
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where 

K1°(t,s) = i X~,(T- S )X~(t), 
r 

K;(r,s)=ix~,(T-s)x~(t), (2.175) 
r 

K; (t,s) = i x:,(r- s)x~(t). 
r 

The function x:, (T- s) can contain a singular component of the kind of the 

o T -function, thus the equalities (2.173 )-(2.175) can be understood in a genera
lized sense. 

Accounting for the equality x(O) = x(T) =!!., let us replace the impact condi-

tion with an isoperimeter relation following from (2.174): 

T 

f {[K;(T,s )+ EX~(T- s )p(s )- [Kt(T,s )+ EX~(T- s ))g[x(s )]-
o 

(2.176) 

Thus, the problem is reduced to a construction of the control u(t) minimizing the 

functional (2.152) on the trajectory of the system (2.170) with the additional iso
perimeter constraint (2.176). 

Let us construct according to Theorem 2.3 an approximate scheme for deter
mination of the optimal control u. (t) and respective optimal trajectory x. (t). 

Let us find a control u0 (t) minimizing the functional (2.172) on the trajectories 

of the generating system 

(2.177) 

with the isoperimeter condition 

T T 

J Kt(T,s )u(s )- K?(T,s)g[x 0 (s )}ts = J K; (T,s )x0 (s )is+!!.. (2.178) 
0 0 

After obvious transformations, condition (2.178) can be reduced to the following 
form: 

T 

f{ X~,(T- s )u(s)- X~,(T- s )g[x0 (s )»ds = -(y 1 + r/4)1 0 , (2.179) 
0 

where 
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(2.180) 

It can be shown [ 16] that y 1 is a reduced work of dissipative forces for the gene

rating solution (2.177). 

If g( X) is a conservative force, g( X 0 ) = g(-J x?). then, obviously. 

T 

f X?,(T- s )g[-lx?(s )}ts = 0, 
0 

and Eq. (2.149) can be reduced to the form 

T 

J X~s (T- s )u(s ';is= -1 0 )11 • (2.181) 
0 

where 

(2.182) 

is a coefficient characterizing dissipative forces in the system and at impact. 
The Lagrange function L0 of the generating problem has the form 

(2.183) 

In other words, the function L0 does not depend on the unknown trajectory. 
Working in the same way as in Section 1.6, we get that the optimal control 

u0 (s) = arg max L0 (u,A,T)ju EU , 

can be expressed by the function of the form 

u0 (s)= u[y(s)]= v(s,A). (2.184) 

where 

y(s)=AX~,(T-s). (2.185) 

Substituting (2.184) into (2.181 ), we get the equation linking A, 6. and T. If 
parameters 6. and Tare unknown then additional conditions (2.1 06), (2.121) serve 
for their determination. 

The scheme directly following from Theorem 2.3 was proposed for a construc
tion of successive approximations [75]. 

Let us for the sake of simplicity suppose that the only discontinuity surface is 
the straight line x = 6.. Obviously, in such a case the generating approximation 

(2.177) satisfies the condition (2.155). Let further the function g(x) be three times 

continuously differentiable for all x, the function V (s, A) be piecewise continuous 
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with respect to s, A, and there exists a unique isolated solution of the generating 
problem. 

The following scheme of successive approximations is constructed: we search 
for a control u1(s) minimizing the functional (2.172) on the trajectories of the 

system 

T 

x1 (t )= -1 oX?(t )+ E f {z~(t- s)U 1 (s)- X?(t- s)g[xl-l(s)]-
o 

-x: (t- s )XI-1 (s )}ds, (2.186) 

J'=(1+R}i~(o). x'(o)=-1, R=1-er, 

where x1- 1(t) is a solution of the previous optimal problem. Then there exists 

such a value E0 , that for 0:5 E < E0 the estimates 

l![u.(t,s )- u1 (t,E )}ttl :5 cE1+1 

lx.(t )- x1 (t ~ :5 CEI+l' (2.187) 

IJ. - J 'I :5 cE1+1 , c = const , 0 < t < T , 

hold, where u. , x. , T. are solutions of the optimal problem. If the values .1 or T 

are also determined from the optimality conditions then they are approximated at 
each iteration stage with the accuracy o( E 1+l) . 

Let further x;(t) be a solution of the system (2.164), (2.165) for u=u'(t). 
Then 

lx! (t )- x.(t ~ :5 ce1+l, (2.188) 

and parameters J, .1, T and a value of the functional (2.164) are also approximated 
with the accuracy o( E 1+1 ) • 

The estimates (2.187), (2.188) are also true in the case of g = g(x, z), 
z = L1 (p )x. Then for each step it should be considered 

(2.189) 

The geometric restrictions (2.93) should be additionally controlled. We can 
directly make sure that these conditions are fulfilled in a sufficiently small 
e- zone of the generating solution (2.177). 

We will examine below the systems both with one-sided and double-sided im
pacts. The approximating scheme of the Theorem holds also for them. 



www.manaraa.com

102 2 Periodic Control for Vlbrolmpact Systems 

Let us examine some examples. 

1) Let VI( u) = ~ u2 , and there are no additional constraints. Then 

u0 (s) = a-• X~.(T- s); 

the condition (2.181) 

Aa-• k."z = -J oJ.ll 

serves for determination of the parameter A ; here 

T 

k12 = f[x~.(s)f ds, 
0 

i.e., 

u0 (s)=-J0X~.(T-s)Jl1 (k12 t; lo =-A[Xo(o)r · 

(2.190) 

(2.191) 

(2.192) 

The control (2.192) is a control with minimal energy costs supporting a resonant 
regime; in the first approximation 

I T 

V =-J u2 (s)is = p~ J~r•. 
To 

In contrast to linear systems, a mean-square-bounded control realizes a periodic 
regime also in the absence of periodic excitation. 

2) Let VI( u) = 0 , and the control constrains are determined by the inequality 

~~~U0 • Then 

u0 (s) = -u 0 sgn[AX~. (T- s )x~(s )); (2.193) 

The condition (2.181) can not determine the constant A and should serve for the 
choice of A or T. Suppose for the sake of simplicity that one of the problem's 
parameters, A or T, is fixed; then from (2.181) follows that sgn A = sgn A and the 

equations 

u0 (s) = -U0 sgn X~.(T- s), 
(2.194) 

T 

IAI = U oJ.l;•lx~(oUix~.(s~s 
0 

serve for the determination of the optimal control u0 (s) and of the unknown pa

rameter A or T; the coefficient A can be found from conditions (2.121), (2.106). 
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2.4.3 
Choice of Minimal Duration of Working Cycle 

The control of quasi-resonant oscillations is reduced to a resonant regime support; 
an impulse increase by means of the control is not considerable. Thus, the 
productivity growth can be achieved by increase of the number of impacts in a 
time unit, i.e., reducing a duration T of the working cycle. At the same time, the 
impulse J 0 = -~X~ 1 (o) depends directly on T, so at reduction ofT it is necessary 

to obtain the impulse increase. 
Let us find a control u(t), lui $ U 0 , realizing a regime with the maximal im

pulse and minimal duration of the working cycle in the system (2.164), (2.162). 
The functional of the problem has the fonn 

T 

<I>(u) = f3J - J dt . (2.195) 
0 

Limiting our consideration to the case of the system, linear between impacts, let us 
write the Lagrange function of the generating problem. According to (2.183), 

(2.196) 

where J 0 , x 0 are dctcnnined by Eq. (2.177) and depend directly on T. The opti

mal control u0 (s) and the optimal oscillation period are expressed by (2.193), 

(2.194). 
In particular, in a system with one degree of freedom for Q(p) = I 

x"(t)= o(t)= I cosQ(t-T12) = 0 (T-t) 
1 X 1 2Q sin QT I 2 X 1 ' 

• T-t = • t =-l_sinQ(T12-t) 
Xlu( ) X 1,() 2Q sinQT I 2 · 

We should bear in mind that the control supports a resonant regime in the 
system, and the oscillation period T = 2rr I w should satisfy the conditions 

QT I 2 = nQ I w < 1r I 2 , ~ < 0 ; 

1r I 2 < QT I 2 < 1r , ~ > 0 , 

i.e., it is always 0 < QT I 2 < 1r , sin QT I 2 > 0 . Then from (2.194) we get 

u0 (t) = -U0 sgn(sinQ(T I 2- t )], 

and the oscillation period T is detennined by the relation 

1~1 = Wo 1- cosQT I 2 lcosQT I 21. 
r Q 2 sin 2 QTI2 

(2.197) 
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As a result of obvious transformations, we get the equation for determination of T 

(2.198) 

Obviously, the control (2.197) realizes in the system with a clearance (A> 0) a 

regime close to a resonant one for any excitation intensity U 0 ; in systems with a 

press fit a quasi-resonant regime can be realized only for W 0 > rQ 2 IAI , i.e., the 

control should be sufficient for overcoming a pressing force. 

2.4.4 
Control of Non-Autonomous Quasi-Resonant Systems 

Suppose that the resonant regime in the system is supported by a parametric exci
tation, including also the control excitation 

(2.199) 

a time-axis begin coincides with the impact moment, rp is an impact phase. Let us 

optimize the system with respect to the quality criterion (2.172). 

An approximating scheme for a construction of the optimal control u.(t,E) is 

analogous to the given above. We will search for successive approximations u 1 (t) 
minimizing at each stage the functional (2.152) on the trajectories of the system 

T 

X1 (t) = -J 1 X~(t )- E J { X~(t- S )g[s+ rp,X 1 (s ~U 1 (s)]+ x:(t- s)XI-l (s )}ds, 
0 

(2.200) 

1 1 =(1+R}i~(O), x1(0)=A, R=I-Er. 

It can be shown that in addition to introduced assumptions, it is necessary that the 

generating problem has the unique isolated solution rp 0 • 

Let us construct the solution of the generating problem: let us find the control 

u0 (t) minimizing the functional (2.179) on the trajectory (2.177). 

By the obvious transformations the isoperimeter condition (2.179) is reduced to 

the form 

T 

I x~,(T- s )g[s+rp,x0 (s ~u(s)}ts = -JLJ 0. (2.201) 

and the Lagrange function of the generating problem gets the form 

L0 (u,A. )=- j 1°(s,x0 )- j 2°(u(s ))+A.{ X~,(T- s)g[s+ rp,x0 (s~u(s )]+ .uJ 0T-1}. 

(2.202) 

The optimal control is 
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the condition (2.201) serves for determination of the parameter A. . 

Let, for instance, V'( u) = ~ u2 and the set U be open. Then the control u0 ( s) is 
2 

determined by the relation 

u0 (s) = a-• A.x7.(T- s )g.[s + q>,x 0 (s ~ u0 (s )]. (2.204) 

Let us study some particular cases. 
1) The control of the parametrically excited system 

g(t + q>, x, u) = -G(t + q> )x + u(t), (2.205) 

where G(t) is a T-periodic function. Then the control u0 is expressed by Eq. 

(2.190), and Eq. (2.201) gets the form 

J o(J.L. + y(q> )} = A.a-•kl2 • 

where coefficients J1. 1 and k12 are expressed by Eqs. (2.182) and (2.191), respec

tively, and 

T 

y(q>)= J x?.(T-s)x?(s)G(s+q>)is. (2.206) 
0 

Thus, 

(2.207) 

Eq. (1.77) which determines the phase with account for (2.192), (2.194) can be 
reduced to the form 

T 

J X~.(T- s)x~(s)G9>(s+ 1P )is= 0, 
0 

or, according to (2.196), 

r.,(q>)=o. (2.208) 

In particular, if G(t) = a 1 cos rut, then y(q>) = a 1 sin rut, and Eq. (2.208) gets the 

simple form: cos Wf1J = 0 . 

2) The parametrically controlled system 

g(t,x)= -u(t)x. (2.209) 

Then still x0 (t) = -J oX~ (t), i.e., 

u0 (s) = A.a-• x?.(T- s}x0 (s)= -A.a-• x?(s)x?.(T- s)l 0 • (2.210) 
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Excluding A with the help of (2.201), we get 

u0 (s) = -J.L 1 X~,(T- s )X~1 (s )c. 

where 

T 

K = J[x~1 (s)x~,(T- s)f ds. 
0 

Let us separately consider a situation of a control supporting an optimal reso

nant regime with a constraint ~~ :5 U 0 • A control in a system with the excitation 

(2.205) keeps the form (2.193). Substituting (2.193) into (2.201), we get 

T 

-Jo(J.Ll +r(<P))= -uoJix~,(T-s~ssgnA. 
0 

Thus, if J.LI + r(<P) > 0 then sgn A > 0 and 

u0 (s) = -U 0 sgnx~,(r- s). 

If J.L1 +r(<P)<O then sgnA<O, 

u0 (s) = U 0 sgn X~,(T- s). 

(2.211) 

(2.212) 

(2.213) 

In the parametrically controlled system we will get, owing to (2.202), (2.203), 
(2.209), 

u0 (s) = -U 0 sgn[AX?,(r- s)x?(s)]. (2.214) 

Substituting (2.214) into (2.211), we get 

T 

J.L.J o = -U oiiX~,(T- s~sgn X~(s)dssgnA. (2.215) 
0 

Eq. (2.215) serves for determination of the period T and sgn A. 

2.4.5 
Approximate Optimal Control Synthesis for Vlbrolmpact Systems 

The above obtained solution for the optimal control problem makes it possible, to 
synthesize a self-oscillatory system in which an optimal movement law for a 
striking element is realized. This is achieved via exclusion of the time parameter 
from the expression for u0 (s). 

It can be easily shown that in problems for systems with an autonomous control 

the optimal control u0 (s) can be obtained as a function of x?(s), x?,(s): u0 = 
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u0[z0 (s~x~.(s)]. Replacing the arguments 

X~(s)= J~1 X0 (s), X~s(s)= J~ 1x0 (s), (2.216) 

we get u0 (s) in the form of the synthesis depending of the coordinates and velo

cities in a generating approximation 

u = ux[x0 (s~x 0 (s)]. (2.217) 

Finally, if x0 (s), x0 (s) arereplacedwith x(s), x(s) thenthecontrol 

(2.218) 

will be approximately optimal in the following sense [134]: If it is substituted into 
the initial system (2.199), then the corresponding trajectory is situated in the 
E- zone of the optimal trajectory, and the value of the functional differs from the 

optimal by 0( E) . 
In the self-oscillatory system, the period T is not fixed but is determined by 

structural features of the system, so Eq. (2.194) should be added to the equations 
of the maximum principle. 

Let us consider some examples (comp. [14, 44]). 
1) The synthesis of the self-oscillatory system. Let g(s,x,u)= -u(s). We will 

find the control u( s): iu( s ~ ~ U 0 , forming the self-oscillatory regime with the 

maximal impulse. From (2.212) we have 

u0 (s)= -uo sgnz~.(T -s)= U0 sgnx0 (s), 
i.e., 

ux(s)=U0 sgnx(s). (2.219) 

2) The synthesis of the autoparametric system. Let g(t,x,u)=-ux, ~~~U0 • 

Then from (2.214) we get 

u0 (s) = -U0 sgnJ..sgn[z~~(T- s))sgn[x~(s)]. 
i.e., 

u(s) = -U 0 sgnJ..sgn[x(s)X(s)], (2.220) 

and sgnJ.. is determined from Eq. (2.216). As far as sgnA = -sgnx~(o), then, 

accounting for (2.216), we will get 

(2.221) 
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2.4.6 
Control of Asymmetric Vlbrolmpact Systems 

Let us indicate the distinctive features of control calculations for a vibroimpact 
system with asymmetrically situated limiters. For the sake of briefness, let us con
sider a system linear between the impacts, dynamics of which is described by Eq. 
(2.164) (for g = 0) and by the impact conditions (2.35) 

t=O, X= 6,1' x+ = -(1- er1 )x_ • 
(2.222) 

t = (/). X= -6,2' x = -(1- er. )x + 2 -

(the time axis begin coincides with the impact against the right limiter). 
The integral equation of the periodic regime has the form [comp.(2.38)] 

T 

x(t) = -11X?(t)+ J 2X~(t- rp )+ ef[x~(t- s)u(s)- x:(r- s)u(s)}ts, (2.223) 
0 

where the periodic Green's functions x?, x: and X~ are determined by relations 

(2.167). 
The discussed scheme of successive approximations is used for a search of the 

optimal control. The generating solution is determined by Eq. (2.61) 

x0 (t)= -J1°X?(t)+J~x?(1-rp 0 ), q> 0 = T 12, 
-J~·x~(o)+J~x~(T 12)= 6.1, (2.224) 

-J?x;•(T 12)+ J~x?(o) = -6.2. 

The impulses J 1° , J ~ are expresses by Eqs. (2.160), (2.161 ). 

It was shown in Section 2.2 that a double-impact regime in the asymmetric 
system is degenerated into the one-impact regime in a case of the insufficient ini
tial energy supply. In such a case, a solution describing a one-impact regime with 
impact against respective limiter should be chosen as a generating solution. 

Let us construct an equation of the first approximation according to the scheme 
of Theorem 2.1. Let us write 

X 1 (t) = -J: x? (t )+ J~x~(t- (/) 1 )+ e9 u(t )+ e9?(t). (2.225) 

where 
T 

9u(t)= I x:<t-s)u(s)is. 
0 

(2.226) 
T 

9?(t)= -f x:(t-s)x0 (s)is. 
0 
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Substituting (2.225) into (2.222), we get equations, determining the first approxi
mation of the impulses and the impact phase 

-111 x~(O)+ 1 ~x~(T 1 2) = A1 - e9 .(o)- e9~(o), 
(2.227) 

and 

(erJ4)1? + x~(fl> 1 )1~ = eB.(O)+eB~(o), (2.228) 

x~(q> I )11°- (er2f4)1 ~ = eB u (T I 2)+ ee~(T I 2). 

In (2.227), (2.228) it is accounted that 1 1
1.2 =1 1~2 +O(e), q> 1 =TI2+0(e). 

Then X~(q> 1 )=X~(T12)+0(e2 ),but X~(q> 1 )=0(e). 

Let us calculate the derivatives B~. From (2.224), (2.226) we have 

(2.229) 

where 
T 

rl = J x:,(r-s)x~(s)ts, 
0 

(2.230) 
T 

Y1 = J x:,(r I 2- s)x~(s)ts 
0 

[coefficient r I coincides with the one calculated in (2.180)]. Substituting (2.229) 
into (2.228), we get 

e(rJ4+ rl )11° + (x~(q> 1 )- ey 2 )1~ = ee .(o). 
(2.231) 

Excluding X~(q> 1 ) from (2.231) and taking into account (2.226), we will get 

T 

J K" (T,s )u(s )ts = JL(T), (2.232) 

where 

K"(T,s)= 1~x7,(T- s)-1~x~,(T I 2- s), 
(2.233) 
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It is easy to show that Eqs. (2.232), (2.233) are reduced to the form of (2.181), 

(2.182) for J ~ = 0 and to respective expressions for a system with symmetric li-

miters for a case of J 1° = J ~ . In the latter case it is accounted that 

T/2 

r=r, -r2 = f x~,(T/2-s)x~(s)is 
0 

is a reduced work of dissipative forces in the system with asymmetric limiters 
during the half-period. 

Thus, the movement of the asymmetric system in the first approximation is 
described by (2.232). The optimal control construction is implemented in the same 

way as in Section 2.4.1, with the kernel x~,(T- s) replaced with K"(T,s). 
Other variants of asymmetric systems, e.g., changing their characteristics at 

impact (by change of the mass of a striking element) are studied similarly. 
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3 The Averaging Method in Oscillation Control 
Problems 

Main methods of construction of optimal periodic regimes are given in the pre
vious Sections. If a system is either linear or quasi-linear, then the method of in
tegral equations allows us to overcome the hardships linked with the oscillatory 
character of the solution and a high order of the system. However, these advan
tages are lost even in a study of resonant regimes, since a generating equation 
becomes considerably non-linear (Section 1.6). At the same time, just the resonant 
regimes are especially important for applications since they allow the realization of 
optimal stationary processes with a sufficient high-speed action and small energy 
supply. 

Asymptotic methods combining both traditional approaches of the optimal 
control theory and well-posed approximate methods of the oscillation theory are 
more suitable for an analysis of controlled regimes supported by low-level guiding 
excitations [6, 40, 41, 103, 110, Ill, 134, 135, 155, 172]. 

An application of an averaging procedure to weak-controlled systems is given 
in detail in monographs [6, 134] and numerous papers (voluminous references are 
given in [ 135]). The effect of weak excitations and perturbing factors was studied 
for a case of a large time interval, where considerable changes of phase 
coordinates under the weak action took place. 

Such a formalization is justified, for instance, for motion control problems in a 
weak force field. The presence of oscillatory elements in such a system allows the 
reduction of motion equations to a standard form and the use of the averaging pro
cedure. If an aim of the problem is not a free-oscillation control but an 'imposi
tion' of a given motion regime on the system, then considerable changes of phase 
coordinates need considerable time. 

A situation in quasi-resonant systems is principally different. A system motion 
is considered to be close to free oscillations, and a control only compensates an 
effect of dissipative and perturbing factors. And considerable changes in such a 
case are achieved during the time intervals of the order of the free-oscillation 
period. 

In Section 3.1, control problems on finite time intervals are examined. The dif
ference between weak-controlled systems and systems of a quasi-resonant type are 
discussed. A solution scheme for optimization problems for weak-controlled sys
tems, linked with an averaging of equations of the maximum principle, is based on 
results of [4-6, 9, 134], so the main ideas in Section 3.1 are only formulated and 
discussed. Some illustrative examples are studied: a problem of an optimal high
speed action in a weak-controlled system and the problem of an optimal 
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displacement in a system of quasi-resonant type. 
In Section 3.2 the averaging method in periodic control problems is given [76]. 

A detailed bibliography dedicated to the periodic control can be found in re
views [123, 124, 157, 163, 184, 185, 187]. A search for an optimal control is 

based either on a solution of a two-point problem of the maximum principle [187] 

or on a solution of a dynamic programming equation [158, 183]. Such problems 

have rarely an analytical solution; so the approximate methods for determination 
of a quasi-optimal control are of special interest. 

A solution for a linear system with a mean-square quality criterion was const
ructed in the form of a linear feedback, coefficients of which satisfied a periodic 

Riccati equation [ 151, 183] with a subsequent averaging of the Riccati equation. 
The averaging method was chosen in [Ill ] as a basis for a solution of periodic 

control problems; the averaging was carried out directly in motion equations, and 
the control was submitted to relations of the method of moments. 

Another approach to the oscillation control, naturally following from results of 
Section 3.1, is given below. The motion equations are given in the standard form, 

and the system of equations of the maximum principle also having the standard 
form is constructed. A stationary solution of the averaged system corresponds to a 
periodic control. Thus, a procedure is reduced not to a solution of the two-point 
problem, but to a search for roots of a system of algebraic equations. 

In Section 3.3 analogous problems for vibroimpact systems are examined. 
The main theorems of the averaging methods are considered to be known and 

are given in Appendix (Section A.3). 

3.1 
Optimal Control for Finite Time Interval. Problems of the 
Optimal High-Speed Action 

3.1.1 Motion Equations for Systems with Weak Control 

We will demonstrate the specific features of control problems for oscillatory sys
tems with an example of the simplest model of a linear system. 

Let dynamics of the system be described by the equation 

z+Az+2eB.t=EKu, (3.1) 

where z eRn is a vector of generalized coordinates, u E Rm is a control vector, A 

is a positive-determined matrix, all the eigenvalues p j of which are on the ima-

ginary axis, p~ = -Q~ , Q j are eigenfrequencies of the system, j = 1 , ... , n; B is a 

positive-determined matrix of dissipation coefficients, K is a matrix of amplifying 

coefficients with dimension n x m , E is a small parameter. It is supposed that 

Qj # o,, j# I. 

Suppose that the aim of the problem is a transition of the system (3.1) from an 
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initial state 

zAto)=S'j, zdto)=77j• J=1, ... ,n, (3.2) 

to a final one 

z,(t, )=S".. z,(to)=vl> (3.3) 

r = 1 , ... , ~ :5: n ; l = 1 , ... , mz :5: n , 

in either minimal or fixed time (t 1 - t 0 ). 

Let us note that in real problems the final states can be fixed with respect not to 
all but only to some generalized coordinates, which fix, for instance, a position and 
velocity of an actuator. 

Obviously, the generating system z0 + Az0 = 0 for e = 0 has a solution of the 
• 

form z~ (t) =LA Jk cosO, (t + fl't), j =I , ... , n, describing free oscillations under 
k=l 

initial conditions (3.2). Depending on the character of boundary conditions (3.3), 
two types of motion can be realized in a weak-controlled system. 

If there exists such a point t = t. that for t 1 = t. + O(e) boundary conditions 

(3.3) are within the e- zone of a set {z?(t.),z?(t.)}. then the motion of the sys

tem (3 .1) is treated as free oscillations supported by an external force. The aim of a 
weak control is then a small motion correction in the e - zone of the eigentra
jectory of the generating non-controlled system. In this case a displacement over a 
finite distance is realized with the help of the weak control in a finite time. If a 
problem of the optimal high-speed action is being solved then the non-fixed mo-

ment t 1 of the end of the process is submitted to the condition jt 1 - t.j = 0( E). 
If the boundary conditions (1.3) are not in the e- zone of the eigentrajectory of 

the generating system for any finite values t 1 , then the searched displacement 

under weak forces can be realized only over an asymptotically large interval of 

time, o(e·l). 
The first case is characteristic for so-called resonant systems [ 17, 18], the se

cond case usually describes a motion of bodies in weak force fields, and was 
studied in detail in [6, 134]. 

Below an application of the averaging procedure to weak-controlled systems is 
given. An entire discussion follows [6, 134], but results are given in the form more 
suitable for analysis of oscillatory systems, studied in Sections 3.2, 3.3. 

3.1.2 
Problem Formulation. General Equations 

Let us examine a more general problem of motion of a weak-controlled oscillatory 
system. 
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Let equations of the system motion be reduced to a standard form with one ro
tatory phase: 

.Y=~Mvr.y.u), vi=w(y)+ef2(Vf,y,u), (3.4) 

y(to) = ao. vr(to) = V'o. (3.5) 

Here y e R. is a vector of phase variables, vr is a scalar fast phase, u e Rm is a 

vector of controlling excitations, w(y) is an angular frequency, w(y) 2: W0 > e, e 
is a small parameter. We will search for a solution from the class of measurable 
controls, satisfying the constraint u e U . Here and below U is a bounded domain 
in Rm. It is assumed, that the solution of the problem (3.4), (3.5) exists and is 

unique for any admissible control. It is also assumed that functions / 1 , f 2 are 

piecewise continuous and 21r- periodic in vr uniformly with respect to y, u and 
are sufficiently smooth with respect to y, u for y e Y , u e U , -oo < vr < oo • 

Smoothness conditions and other constraints to system variables are specified in 
the course of solution. 

Let us give a main scheme of construction of the approximated solution. We 
limit our considerations to one optimal control problem. Let us consider that the 
system should be transited from the initial state (3.5) to a final one, which is 
determined by the relation 

(3.6) 

in time t 1 - t 0 in such a way that the functional 

(3.7) 

becomes its maximum value. Functions G and g are supposed to be two-times 
differentiable with respect to y and such, that for all 0 < e :!0 Eo a solution of the 

problem (3.4)- (3.7) exists and is unique. 
The minimization problem for the functional 

,, 
<l>(u) = J fo(Vf,y,u)dt (3.8) 

'• 
(Bolza problem) can be reduced to (3.7), if the functional 

,, 
<1>£(u) = e J fo(vr. y,u)dt (3.9) 

'• 
is considered instead of (3.8), and an additional phase variable y •+I determined by 

relations 

(3.10) 
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is introduced. Increasing a dimension of the phase vector by one, we reduce the 
minimization problem for an integral functional to the Mayer problem (3.7). 

Let us note that the system (3.4) and functionals (3.7), (3.9) do not depend on t. 
So, the problem can be simplified if the phase 1/f can be chosen as an independent 
variable. Introducing a new 'slow' variable ({J = £111 and using only O(e )-terms, 

we get 

(3.11) 

Boundary conditions (3.6) and the functional (3.4) can be written in the form 

a(y(({J1 ))=o, 
<I>,(u) = g(y(({Jt )). 

(3.12) 

(3.13) 

The system (3.4) is autonomous, and the phase 1/f is determined with the accu
racy up to an additive constant. Hence, we can consider 1/fo = ({J0 je = 0 in order to 
shorten the form of boundary conditions. A final phase 1/f 1 = ({J 1 I e is linked with 

t 1 = t 1 IE by the relation 

'Pt 

r1 -T0 = Jw-1(y)d({J, (3.14) 
0 

i.e., the problem (3.11)- (3.14) can be treated as the problem with a free right
hand end. In this case it is assumed that for any admissible control u and 
0 < E :5 E0 a reduction of the initial system (3.4) to equations (3.11), (3.14) holds 

with an error o(t: 2 ), and the solution of the optimal control problem for the 

system (3.11) - (3.14) exists, is unique and determined by equations of the 
maximum principle. 

It follows form Section A.2 that a control u. (1/f, y) realizing the minimum of 
the functional (3.13) on the trajectory of the system (3.11) is quasi-optimal with 
respect to the initial system (3.4); so, the initial problem can be replaced in the first 
approximation by the optimization problem for the system (3.11 ). 

Let us use the averaging method for a solution of the problem (3.ll)- (3.14) 
and give necessary accuracy estimates for the solution [6, 134]. 

At first, let us consider a problem with a fixed end moment t 1 . Then a Hamil-
ton's function of the problem under study has a form (see Section A.l) 

H 1 =w-1(y)[H(({JjE,y,u,p)+h], 

H = (p.f(({J,E,y,u)), 

where h = canst , a Lagrange multiplier p satisfies the equation 

(3.15) 
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dp ()H1 -=---
dfj) dy 

(3.16) 

and a transversal condition 

(3.17) 

where p = (A, ... , p1 ) is a constant vector of Lagrange multipliers. The condition 

(3.12) and Eq. (A.20) 

(3.18) 

serve additionally for determination of the constant h and phase fP 1 . 

Let us show that the condition (3.17) can be treated as a link between boundary 

conditions p(fP,) and y(cp1 ). Write (3.17) in the form 

[ 
I (}Gk dg] 

P,(cp,)= ~Pk dy,- dy, "'=-~'r • 
r = 1, ... , n. 

Suppose that the matrix [iJGf(Jyl has a maximal rang 1 and present the vector ..,, 
p as the solution of the linear system of the first 1 equations 

Here p and y are /-dimensional vectors including the first 1 components of p and 

y, respectively. Then 

P,(cp1 )=t.pk(p,y)~:- ~, s=l+1, ... ,n, (3.19) 

i.e., we have n-1 relations linking p(fPt) and y(cp1 ), and I conditions (3.12) 

including only y((/>1 ). Thus, we got a two-point boundary-value problem with 

additional conditions (3.12), (3.18). 
Suppose that the optimal control u. is uniquely determined from the maximum 

principle 

u. = argmaxH1(Vf,y,u,p,h) = argmaxH1(Vf, y,u,p), 
M~ U~ 

(3.20) 

u. =U(vr.y,p). 

Let also functions 
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J; (Vf, y,U(Vf, y,p)) = J;u(Vf, y, P), 

Hu(Vf,y,p) = (p,g(Vf, y,p)), (3.21) 

Ht(Vf, y,p,h) = W- 1(y lHu(Vf, y,p)+ h] 
be such that right-hand parts of Eqs. (3.11 ), (3.16) and boundary conditions (3.19) 
satisfy conditions of Theorem A.5. Then the solution of the problem (3.11), (3.17) 
are approximated by the solution of a shortened system 

dd~ =w-l(yo)!o(uo,po). dpo a 0( 0 0 0) 
"Y drp =- ayo HI y ,p ,h 

with boundary conditions 

Po( (/J I)= [(Po ,a:Tj ayo )- agj ayo l,., • G(yo(rp I))= 0 

H1°(rp1 )=o, 
where 

/ 0 {y,p)=-21 Jg(Vf,y,p)dVf, 
1r 0 

1 2R 

Ho(y,p)=-2 J Hu(1fl,y,p)d1fl' 
1r 0 

H1°(y,p,h) = w-1(y)[H 0 (y,p)+ h], 

and for E e(O,e], (/) e[O,L] the estimates 

ly.(rp,e)- y 0 (rp ~ ~ Ce, lp(rp,e)- p0 (rp ~~ Ce, 

lh-h01 ~ Ce 

(3.22) 

(3.23) 

(3.24) 

(3.25) 

(3.26) 

hold true. Here and below C, Ci are constants which do not depends on e. For a 

proof of the latter estimate Eq. (3.14) should be written in the fonn 

dr:fdrp=w-1(y), r:(rp1 )=r:1 -r:0 

and h be treated as a Lagrange multiplier corresponding to the variable r: in the 
expanded system of variables z = (y, r:), q = (p, h). In such a case we have for h 

the equation 

dhfdrp =0. 

Let us explain the condition (3.24). From the suggestion about existence of the 
solution for the optimal control problem (3.11)- (3.14) it follows that Eq. (3.18) 
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has at least one root (/1 1 = (/1. At the same time it follows from the form of Eq. 

(3.18) that the root is determined non-uniquely since H 1 as the function of f!', 

oscillates with a frequency oc E-1 and an amplitude of an order of unity. It is 
shown in [6, 134] that equations of the form (3.18) have a number of roots of the 

order of E-1 on a final interval [fl'1 ,(/12 ], and a distance between neighboring roots 

is of the order of E. For a solution of the optimal control problem, the minimum of 
the functional (3.13) should be found on the set { fP•} of solutions of Eq. (3.18). 

Obviously, an accuracy of the solution is not changed, if the root fP• is deter

mined with an error 0( E) . Consider an additional minimization problem (with 

respect to (/1 1 ) for the functional g( y 0 ( (/1 1 )) on the trajectory of the system (3.22) 

with boundary conditions (3.23) for construction of an approximated solution. 

Necessary conditions for minimum of g( y 0 (cp 1 )) constructed with account for 

(3.22), (3.23) lead to Eq. (3.24). 
Let Eq. (3.24) have a unique root (/1~. In analogy to Section A.2, it is easy to 

obtain the necessary estimate 

Thus, the boundary condition (3.18) can be replaced by the averaged condition 
(3.24) with the adopted accuracy. 

A detailed study of the roots of Eq. (3.18) and of conditions of the global mini
mum of the functional (3.13) is given in [6, 134]. 

Let us show that the control 

(3.27) 

is quasi-optimal with respect to the system (3.11 ), i.e., for 0 < E s; E1 

(3.28) 

where y(fP,E) is a solution of Eq. (3.11) for u=u0 (1J!,E). Write for a proof an 

obvious relation 

(3.29) 

where l ( (/1) is a solution of the shortened system (3.20). 

The second term in (3.29) is submitted to the estimate (3.26). Besides, it is 
obvious that submitting a control in the form (3.27) into the right-hand part of Eq. 
(3.11) and averaging, we get the analogous estimate for the function y 

ly(cp,E )- Y0 (fl' ~ s; C2E 
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for 0 < e :s; e2 • Thus, for 0 < e :S: e1 = min(e1,e2 ) 

If the system (3.4) can be reduced to the standard form 

y=Ef(t,y,u), i=1, (3.30) 

and the function/is either periodic or continuously quasi-periodic with respect to 
t, then all transformations remain with replacement of 1Jf with 1. The shortened 
system (3.22) gets the form 

dp0 
{ o fo ( o o )) 

dr = P ' Y Y ,p (3.31) 

where 

f 0 (y,p) =lim.!.. J f(t,y,U(t, y,p ))cit. 
r .... ~T 0 

The boundary conditions (3.23) remain with replacement of fP with r = et. 
Now we consider a problem of an optimal high-speed action. Neglecting terms 

of the higher order of smallness, let us re-write (3.4), (3.7) in the form 

:; =w-•(Y)h(fPJe,y,u), :; =w-1(y), (3.32) 

g1 (z(lP1 }) = g(y((/11 ))+ r(1J1 1 ) =min, (3.33) 

where z=(y,r} is an expanded vector of variables. In contrast to (3.13), the 

problem's functional directly depends on r. The condition (3.12) remains without 
changes. 

The Hamilton's function of the problem under study keeps its form (3.15). The 
multiplier p still satisfies Eq. (3.16) with the boundary condition (3.17) or (3.19); 
the equation 

h=-dHjih=O (3.34) 

and the boundary condition 

(3.35) 

serve for determination of the multiplier h, i.e., h = -1, and the Hamilton's 
function H 1 is transformed to the form 

(3.36) 

For determination of the moment (/1 1 of the process end, a transversal condition 

for the right-hand end is supplemented by the equality 



www.manaraa.com

120 3 The Averaging Method In Oscillation Control Problems 

H 1(rpfe,y,p,u. ~ ==0, 
~ .. =9', 

(3.37) 

or, owing to (3.36), 

H(rpfe,y,p,u. ~ = 1. ~ .. =.,, (3.38) 

A solution of the problem (3.12), (3.32), (3.36) can be still approximated by the 
solution of the shortened system (3.38) with the boundary conditions (3.23). The 
condition (3.24) is reduced to the form 

(3.39) 

In some cases it is expedient to obtain a solution, depending directly not on the 
'slow' phase rp but on the 'slow' time T. In such a case a reverse replacement of 
variables can be carried out with the reduction of the shortened system to the form 
(3 .31 ). The moment of the process end with the adopted accuracy is determined by 
the equation 

(3.40) 

and is connected with the moment T. of the optimal high-speed action by the es

timate T.0 = T. + O(e). 
The function (3.20) can be treated as a control synthesis law. Expressing the 

dependence p 0 (y0 (rp )) == P 0 (rp, y0 ) from Eq. (3.22) and making in (3.27) the 

substitution 

(3.41) 

we get the control in the form of synthesis. As above, it can be shown that the con
trol (3.41) is quasi-optimal with respect to the initial system with estimates 0( e). 

All the obtained estimates of the e -optimality concerned also the reduced sys
tem (3.4). It is obvious that the controls (3.27) and (3.41) are also e -optimal for 
the system (3.41). 

The obtained results can be formulated in the following way. 
Suppose that for any admissible control on the domains 

yeY, peP, ueU, -oo<11f<oo, 0<E:5f:o, 

where Y, P are open domains in R., a set U does not depend on t, y, 1/f, the 

following conditions hold: 

1) functions / 1 ( 11f, y, u( 1/f, y)) • / 2 ( 1/f, y, u( 1/f. y)) are 2tr -periodic and measur-

able with respect to 11' continuously with respect to y, continuously bounded for all 

11'· y; 
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2) the functions f 1 • f 2 are two-times continuously differentiable with respect 

top, y and differentiable with respect to u; functions w(y):?: W0 > 0 are two-times 

continuously differentiable with respect toy; 

Let further the optimal control u. =U(ljf,y,p) be uniquely determined from 

equations of the maximum principle, and for u = U ( ljl, y, p) 
3) the right-hand parts of Eqs. (3.11), (3.16) satisfy the conditions of Theorem 

A.5; 
4) the boundary conditions (3.12), (3.17) and (3.19), determined by the func

tions g(y), G(y), satisfy the conditions of Theorem A.5; 

5) there exists a unique solution y 0 E Y , p 0 E P , q>~ E [ 0, L) of the averaged 
system of equations (3.22)- (3.24) [or (3.39)]. 

The boundedness of the function f 2 allows a replacement of the initial system 
(3.4) with the equivalent system (3.11 ), (3.14); smoothness conditions for the 
functions f 1 , f 2 allow the use of the maximum principle; and together with con-
ditions 3) - 5) they guarantee a closeness of solutions of the perturbed and 
averaged boundary-value problems. 

Thus, the following Theorem holds: 
Theorem 3.1. For satisfied conditions I)- 5) 
I. A solution of the boundary-value problem of the maximum principle (3.11) -

(3.18) [y.(q>,e),p(q>,e),cp.) isinthee-zoneofthesolution (y 0 (q>),p 0 (q>~cp!)] of 

the averaged system (3.22)- (3.24). 
2. Fort E[O,T I e] the estimates 

hold. Here y. is a solution of the system (3.4) for u = u., u. is an optimal con

trol, r. is an optimal (or fixed) moment of the process end, r~ = r(q>n is a so

lution ofEq. (3.14)for y = y 0 (cp), cp1 = cp~. 

3. A control 

uo(V',£) = U(ljf, /(q> ~P0 (q> )) , q> = £V' , 

and a control synthesis 

ii0 (V', y,e) = U(VI, y,P0 (q>, y )) • 

constructed owing to the solution of the averaged system, are quasi-optimal with 
respect to the perturbed system (3.4) with estimates o(e). 

Properties of the approximated solution of the optimal control problem are 
studied in detail in [6, 134]; higher approximations are also constructed there. 

For consideration of systems in the standard form, the condition of 2n -perio-
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dicity with respect to 1f1 should be replaced by the condition of either periodicity or 
continuous quasi-periodicity with respect to t. 

In [6, 134] numerous examples are studied which illustrate the use of the aver
aging method to the solution of optimal control problems. Let us give a model 
example where we will underline characteristic features of the analysis of oscilla
tory systems. We will limit our considerations by an analysis of a quasi-linear 
system. Considerably non-linear systems are considered in Section 3.3. 

Let the motion equation of a controlled system with one degree of freedom be 
reduced to the form 

x+02x+ef(x,x)= eu, x(O)= 0, x(O)= 0, (3.42) 

where u is a control, a function f accounts for an influence of additional non-linear 
and non-conservative links, e is a small parameter. Let further a self-sustained 
oscillatory regime with given properties be realized in an uncontrolled system (for 
u = 0) (the problem of formation of such a regime is solved in Section 3.2). Let us 
construct a control providing a transition to a given trajectory in the minimal time 
for a condition 0 :s; u :s; U 0 • 

Write the main equations and the functional of the problem. By a replacement 
of variables 

x = ycos1j/, x = -Qysin1j/, (3.43) 

Eq. (3.42) is reduced to the form 

y = dl-1[f(ycos1j1,-0ysin1j/)- u ]sin 1jl, 

1jJ' = Q + e(Qy r [J(ycOS1ji,-Qysin1j/ )- U ]coS1jl (3.44) 

y(O) = 0, 1f!(O) = V'o. 

The system (3.44) is reduced to the standard form by a replacement 1f1 = Ot + (}. 
However, owing to the fact that time tis not directly included into coefficients of 
the system, it is expedient to choose the phase 1jl as an independent 'fast' para
meter. In this case the order of the equations of the maximum principle decreases. 

With an accuracy up to small values o( E2 ) 

.!!:!.... = dl-2 [/{ycosVf ,-Qy sin 1jl)- u ]sin 1jl, 
d1jl 

:~ = n-•{t- e(02 y t[J(ycos1j1,-0ysin1jl )- u ]cos1j/}. 

Let for u = 0 the shortened system 

:~ = dl-2 /o(y), 

where 

(3.45) 

(3.46) 
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I 2>< 

/ 0{y) =-J f(ycosvr,-nysinvr )sinlfhlvr, (3.47) 
27r 0 

have a unique stable solution y = a , i.e .• 

/ 0 (a)=O, t:(yt=• <0. (3.48) 

Thus, the control u should transfer the system (3.44) from the state y(O)= 0 into 

the state y(t 1 ) = a in the shortest time. 

Recall that a precise periodic (with respect to vr) solution of the system (3.45) 
(for u = 0) is expressed in the form [102] 

y(vr.e) =a +ey, (a.vr.e), (3.49) 

where y, (a, vr, e) is a 2rc -periodic component. Hence, it is senseless to fix strictly 

the boundary condition y(t 1 ) =a; it is sufficient to demand y(t 1 ) ea,, where a, 

is an e -zone of the point a. From Eq. (3.45)2 follows that the problem's functional 
has the form 

(3.50) 

Introducing a 'slow' variable q> = EVf into consideration, we will re-write the 

motion equation and functional of the problem in the form 

dy = n-2 [ f(ycosq>fe ,-Qysinq>fe )- u]sinq>fe. 
dq> 

y{q>0 )=0, y(q>1 )=a+ep=a,, 

"'' <l>(u) = n-• J dq> =min. 
'Po 

Writing the Hamilton's function (3.37) 

(3.51) 

(3.52) 

H, (q>fe, y,u,p) = n-•{pn-•[t(ycosq>fe,-Oysinq>fe )- u]sinq>fe -1}, 
(3.53) 

we get 

u = arg max H,(q>fe, y,u,p )= U 0TJ(psinq>fe), 
OSII'S.Uo 

(3.54) 

where TJ(x) is a unit Heaviside function, p is a Lagrange multiplier satisfying Eq. 

(3.16). 
Let us construct a shortened system (3.22) which determines relations for y 0 , 
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p 0 • Substituting (3.54) into (3.53) and averaging over the 'fast' variable, we get 

(3.55) 

Then, owing to (3.22), 

dyo ;::-1-Jo{yo)+~ 
dq> 0 2 4Q' 

dpo 1 o o( o) 
dq> ;:: - 02 p f, y ' (3.56) 

yo{(/)o);:: 0' yo((/)!)= a. (3.57) 

Eq. (3.57)1 can be solved independently of (3.57)2; the phase q> 1 of the process 

end is determined from the boundary condition (3.57). Eq. (3.24) can serve for 
fixing of the boundary condition p 0 (q> ). The moment of the process end is t 1 = 
o-le-'(q>f -q>o). 

3.2 
Periodic Control 

In Section 3.1 it was shown that the weak control inconsiderably influences the 
character of the system motion on time intervals lit oc 2tr/w. The case of a control 

of the periodic (stationary) movement is principally different: the stationary 
motion does not depend on initial conditions and is determined by the character of 
acting forces, i.e., by control properties. 

Consider, for instance, a problem of formation of a self-sustained oscillatory 
regime with given properties. 

Let dynamics of the controlled system be described by the equation 

i + 0 2 x + ef(x, .i);:: eu, (3.58) 

where u is a control, f is a function accounting for an influence of non-linear and 
non-conservative links, e is a small parameter, u eU. 

In a control of resonant systems, a realization of the self-sustained oscillatory 
regime with a maximal amplitude, or with a fixed amplitude but minimal period, is 
of main interest. Write the main equations and the functional of the problem. By a 
replacement of variables 

X;:: y COS1/f, X = Oy sin 1/f, (3.59) 

Eq. (3.58) is reduced to the form 

y = ar'(f(ycosvr,-Oysinvr )- u)sinvr, 
(3.60) 
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1ft= Q- e(ny f' [f(y cosVI.-QysinVI)- u ]cos VI, 

or, with an accuracy up to small values o(e2 ) 

.!!1... = en-2 [J(y COSVI,-Qysin VI)- u ]sin VI. 
dVI 

:~ = g-I {1 + e(Q2 Y r [J(ycOSVI,-QysinVI)- U ]cOS VI}. 

Let for u = 0 the shortened system 

! = en-2 fo(y). 

where 
I 2!r 

f 0 (y) =-J f(ycOSVI,-Qy sin VI )sin 1/fdVI, 
2tr 0 

have a unique stable solution y = 0 , i.e., 

/ 0 (0)=0, fY0(o(=a <0. 

(3.61) 

(3.62) 

Thus, a periodic oscillatory regime can not be realized in the uncontrolled system; 
existence conditions for such a regime are determined by properties of controlling 
excitation. 

Let us examine some of the most frequent problems of the periodic control. 
1. A self-sustained oscillatory regime with a maximal amplitude. Let u = 

u( VI, y) be some 2tr -periodic control realizing a self-sustained oscillatory regime. 

A periodic solution ofEq. (3.61) has the form [102] 

(3.63) 

where y is a constant, y1(VI.:Y.e) is a 2tr-periodic component. Obviously, the 

problem of a formation problem for a periodic control with a maximal (or fixed) 
amplitude should be related only to the constant component. It is expedient to 
express a functional of the problem in the form 

I 2!r 

j 1 =-J y 2 (VI)dVI = y2 +0{e 2 ). (3.64) 
2tr 0 

Accounting for the relation ay J dVI = 0 for a stationary point, we will write the 
periodicity condition in the form of an integral relation connecting y and u: 

I 2!r 

j 2 =- f[J(ycosVI,-Qy sin VI)- u ]sin 1/fdVI = 0. (3.65) 
2tr 0 
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Finally, we can demand that a period of realized oscillations T(y) should sa

tisfy some additional conditions: either T(:Y) = T0 , or, T(y) = min . These condi

tions can be also expressed in the integral form 

1 21r 

j 3 = --r= f[f(ycos11f,-Oysin11f)- u )cosVJd11f, 
n Yo 

and 

or, 

j 3 = minlu eU. 

(3.66) 

(3.67) 

(3.68) 

2. Let us construct a control forming a periodic regime with given boundary 
conditions. Let 

x(O)=L\, x(t1 )=-L\, (3.69) 

.x(o)=o, .x(r1 )=o, (3.70) 

where t 1 is a fixed (or chosen owing to optimality conditions) moment of the 

process end. 

It follows from (3.69) that a phase of the process end 111(1 1 ) = :rr and 111(0) = 0. 

In this case the condition (3.70) is fulfilled automatically. An existence condition 
for a periodic regime keeps its form (3.65) for y = L\ , and the condition 

" 
j 4 = (0 2 L\ t J[f(L\cos11f ,-Ot\sin 111)- u ]cos11fd1/f, (3.71) 

0 

expresses constraints imposed on the moment of the process end. If the moment 
t 1 is fixed, then 

(3.72) 

if the problem of the optimal high-speed action is formulated then j 4 =min. 

Now we will get strict conditions for the maximum principle. Let us show that 
in the first approximation a solution of the optimal control problem is reduced to 
the search of stationary points of the averaged system of equations of the 
maximum principle. 

Consider equations of the more general form 

y=Ef1(y,11f,u), 
(3.73) 
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where functions / 1 and / 2 are 2tr -periodic with respect to vr and satisfy condi

tions of Theorem 3.1, w( y) ~ W0 > 0 . It is also expedient to treat a fast phase vr in 

periodic control problems as an independent parameter and to reduce the system 
(3.73) to the form 

dy = ew-1 (y )f. (vr, y,u) + o(e2 ). 
d1Jf 

(3.74) 

Then the oscillation period with respect to 1JI is fixed: T"' = 2tr , and the problem is 

reduced to the construction of the control u e U realizing a 2tr -periodic regime 

y(O)= y(2tr) 

and minimizing the functional 
I 2" 

<1> =-J g(1J1,y,u)dvr. 
2tr 0 

(3.75) 

A function g is considered to be 2tr -periodic and piecewise continuous with 
respect to vr and sufficiently smooth with respect toy, u. The Hamilton's function 
of the problem under study has the form 

H 1 (vr. y,p,q) =-g(Vf, y,u) + e(q,W-1 (y )_t; (Vf, y,u)). (3.76) 

Introduce a new adjoint variable p = eq. It follows from (3.76) that the variable p 

satisfies the equation 

dp dq oHI -=E-=-E--, 
d1J1 d1Jf Oy 

i.e., 

dp dg E (OH w' ) 
d1Jf = E d1Jf- w(y) ~---;;; fl ' (3.77) 

and periodicity conditions p(O) = p(2tr ). Here w' = wy(Y), H(vr. y,u,p) = 
(p,_t; ). 

Suppose that the optimal control can be uniquely determined form conditions of 
the maximum principle 

u = argmax[- g(Vf, y,u)+ H(Vf, y,u,p )]= U(Vf, y,p). 
u&l 

Substituting (3.78) into (3.77), (3.74) and averaging, we get 

d () :q> =w-l(yo)fo(yo,po), (/)=EVf, 

(3.78) 

(3.79) 
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where functions f 0 , H 0 are determined by Eq. (3.41) and 

(3.80) 

A stationary solution y, p of Eq. (3.79) corresponds to the periodic solution 

Yr, Pr of the initial system (3.74), (3.77). If coefficients of the system (3.79) 

satisfy conditions of Theorem A.3, then estimates 

(3.81) 

hold for -oo < rp < oo • The period of oscillations is determined by the formula 

T0 = j W-1(y)dVf = 2(~). 
0 w y 

(3.82) 

As in Section 3 .1, it can be shown that the control 

(3.83) 

is quasi-optimal with respect to the initial system with estimates 0( e). The func

tion (3.83) together with Eq. (3.79) can be treated as the control synthesis law. 
Linking stationary solutions of the system (3.79) by means of the relation 
p = P(y) following from Eq. (3.79), and considering in (3.83) 

(3.84) 

we get the control synthesis law. 
Obviously, the optimal periodic regime should be stable, in the opposite case an 

introduction of the control is senseless. Owing to Theorem A.3, a periodic regime 
Yr is stable if all the eigenvalues of the matrix 

A(y} = J, (y} , (3.85) 

where 
- I 21r 

f(y)=-2 J f(Vf,y,uo(Vf,y,P(y)))dVt. 
1r 0 

(3.86) 

are in the left-hand half-plane (condition A.l). Condition A.l is stronger than 
Condition A of Theorem A.8, which provides an existence of a periodic, but not 
necessarily stable, regime. 

Thus, a procedure of the optimal periodic regime construction leads to the fol
lowing result: 
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Theorem 3.2. Let on a domain 

D: y E Y , p E P , U E U , -oo < 1f1 < oo , 

!)functions f 1 , f 2 , w satisfy conditions I)- 4) ofTheorem 3.1; a function g 
satisfies the same conditions; 

2) the system (3.79) has a unique stationary solution y, p and satisfies con-
ditions of the second Bogolyubov' s theorem (Theorem A.3); 

3) the function f(1fl, y, p) for p = P(y) satisfies the condition A. I. 

Then 
I. A periodic problem of the maximum principle (3.74), (3.77), (3.78) has a 

unique solution YT (1fi,E), PT (1fi,E) in theE -zone of the stationary point y, p of 
the averaged system (3.79). 

2. The control 

u0 (1fl, y) = U(1fl, y, p) 

and the control synthesis 

ua(1fl, y) = u(vr. y,P(y )). 

constructed owing to the solution of the averaged system, are quasi-optimal with 
respect to the initial system with estimates O(e). 

3. The periodic regime under study is stable. 
Let us construct a control synthesis realizing a self-sustained oscillatory regime 

with a maximal amplitude and a minimal oscillation period. Such a formulation is 
characteristic for a set of applied problems of formation of the most economical 
working cycle. We will limit our consideration to a linear system control 

(3.87) 

Here f(x,x) = 28x. Introducing variables 'amplitude - phase' according to Eq. 
(3059), we get from (3061), (3.87) 

dy ..n.-2 (2~· 0 ) 0 - = -u~ vy Sill 1f1 + U Sill 1f1 , 
d1fl 

(3o88) 

; = g-I [1- e(Q2 y r (28Jysin1fl + u)cOS1f/] o 

Write the functional of the problem [compo (3o64), (3.66)] 
21< 

<l>(u)=til-2 J[.ty 2 + y-'(2alysin1f!+u)cos1f1}t1flo (3.89) 
0 

The first term in the functional corresponds to the demand of a maximal amplitude, 



www.manaraa.com

130 3 The Averaging Method In Oscillation Control Problems 

the second tenn - to the demand of a minimal period; A. is a constant multiplier. 
The Hamilton's function of the problem (3.88), (3.89) gets the fonn 

H =£[A/ +(y-1 COS'I/f- pSin'l/fx2~ySin'l/f +u)~r2 , (3.90) 

where the Lagrange multiplier should be a periodic solution of the equation 

dp iJH -2 ( -2 . 2 ] - = -T, = fil y UCOS1Jf + 2~Qsm 1Jf- 2Ay . 
d'l/f vy 

(3.91) 

From (3.90), (3.83) we have the following expressions for the optimal control 

u = -U0 sgnsin(1Jf- 6) = U('l/f, y, p), (3.92) 

where cot 6 = yp and y , p are stationary points of the averaged system corres

ponding to Eqs. (3.88), (3.91). Substituting (3.92) into (3.88), (3.91) and avera
ging, we get the equations detennining y and 9: 

2U0 S _ 
--cos6--y=O nn2 n , 
2U . _ 
-~ sm6 +CWO- 2Xy = 0, p = cot6Jy. 

Try 
(3.93) 

If the oscillation amplitude y is given then Eq. (3.93)1 serves for a switch-point 

determination, while Eq. (3.93)2 serves for calculation of the multiplier A. Let us 
note the following: it follows from (3.88) that the period change linked with the 
control introduction is 

2w 4U · a 
3 • J o smu EAT = T- T0 = -al- T UCOS'I/fd'l/f = £ 3 , 

o n Y 
T0 = 210/0. 

In its tum, the oscillation amplitude 

_ 2U0 cos6 
y= nOS 

i.e., 
AT= 2tan61CS/Q2 • 

(3.94) 

(3.95) 

(3.96) 

Thus, the oscillation amplitude depends neither on the switch moment nor on the 
control level, and the period change is determined only by the choice of the switch 
point. In particular, the maximal amplitude is reached for 6 = 0: Ymax = 2U 0 = 
2U 0 /nOS (for AT= 0 ). 

Accounting for (3.59), Eq. (3.92) can be expressed in the fonn 

u = U0 sgn[xn-• cos6+xsin8]. (3.97) 
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In particular, the optimal control for 9 = 0 has the form u = U 0 sgn i . 

3.3 
Processes of Oscillation Settlement in Vibroimpact 
Systems 

The method of integral equations given in Section 2 serves for analysis of periodic 
motions of vibroimpact systems. The main method of analysis of transition 
processes was an adding method, or the method of point mapping. But even for the 
simplest systems, linear between impacts, it was possible to find only numerical 
solutions. More complications appear in solution of optimization problems, where 
initial conditions, impact conditions and transversal conditions should be 
accounted for. 

Another approach based on the transformation of motion equations with the 
help of a non-smooth replacement of variables was developed in [20, 33, 57]. 
These transformations allow the reduction of motion equations of the system, close 
to conservative, to the standard form and the use of the averaging method. 

An analogous approach is also effective for solution of optimal control prob
lems: a system is reduced to the standard form, and the problem is solved in the 
same way as for smooth systems. 

In Section 3.3.1 a procedure of the reduction of motion equations of a vibro
impact system to the standard form by means of replacement of variables sug
gested in [20] is given. Further, in Section 3.3.2, control problems for oscillation 
settlement are considered. In Section 3.3.3 the averaging method is used for solu
tion of periodic control problems. In Sections 3.3.4 and 3.3.5 some particular 
problems are examined. 

3.3.1 
General Equations and Replacement of Variables 

Consider a quasi-conservative vibroimpact system with one degree of freedom, the 
motion of which is described by the equation 

and by the condition of an impact against a one-side limiter 

x=Ll, i+=-(1-er)i_. 

(3.98) 

(3.99) 

Here g(t,x,x) is a piecewise continuous function of its arguments characterizing 

additional non-linear and non-conservative forces, £ is a small parameter. For 
£ = 0 the generating system 

x+Q 2x = 0, 
(3.100) 
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X= /1, X+ =-X_, 

is conservative and has the common integral (3.60), corresponding to a periodic 
one-impact regime 

x(t) = -JX(1JI,W) , (3.101) 

where 

(3.102) 

and X( 1Jf, w) is a periodic Green's function of the first kind (index 1 is everywhere 

omitted), periodic with respect to 1JI with the period 2n 

( ) __ 1_ ~ exp ki1J1 
X 1JI,W - ,L. 2 2 • 

2nw k=- (njw) - k 
(3.103) 

or, in a closed form 

( w) = 1 cos(n;w x1JI-1t") 
X 1JI, 2Q sin(n!l/w) ' 

(3.104) 

Arbitrary constants J, t0 are determined by initial conditions t = t0 , J = J 0 ; a 

function w( J) is given by an impact condition 

x(t0 )=11, J =-2ntan(n!l/w). 

A condition of the velocity discontinuity is fulfilled automatically, since 

x = -w.Jx'l' (1J!,w). 

and 

x'I'(+O)= -x'l'(-0)= t/(2w). 

(3.105) 

(3.106) 

(3.107) 

Suppose that small disturbances do not change a qualitative motion character 
and regime remains close to one-impact periodic one. Then a method of variation 
of arbitrary variables in systems close to conservative ones can be used for a 
construction of a general solution of Eqs. (3.98), (3.99). 

Introduce new variables 'impulse- phase' with the help of the relations 

X= -JX(1J!,W), X= -w.JX'I'(1JI,W), (3.108) 

where it is assumed that J, 1JI are functions of time, and the dependence w(J) is 

determined by relation (3.105). Differentiating x we get a compatibility condition 

(3.109) 
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where the dependence w(J) is accounted for in differentiating of X1 : x 1 = 
x.,w1 • Further, substituting (3.108) into (3.98), we obtain 

(3.110) 

In periods between impacts 21dc < 1f1 < 21r( k + 1), k = 0, ... Let us single out the 

system solved with respect to j , 1ft from (3.1 09), (3.110). Taking into account 
that an equality 

Jw2x'lf'll +n2 Jx = o 

identically holds, owing to (3.100), (3.101), we get analogously [20] 

i = d-1 g(r.-Jx.-JU>Xvr XJxvr). J(O) = (2- er )v0 = 5, 
1ft= w(J)- ru-l g(r.-Jx.-Jwx'l' )VxL • lf!(o) = o. 

where, with account for (3.104) - (3.110), 

i.e., in periods between impacts the system motion is described by equations 

j = -4eg(r.-Jx.-Jwxvr )wxvr . 
(3.111) 

1ft= w(J)+ 4Eltll- 1g(t.-Jx.-Jwx'l' )(Jx)J. 

The first of the impact conditions (3.99) is accounted for in an assumption that 
the function w(J) keeps the form (3.105), the velocity discontinuity condition 

with account for (3.107) is reduced to the form 

1f1=21dc, J!=(l-er)J~. k=O,l, ... , (3.112) 

where 

or, 

llJ * = J! - J ~ = -er J ~ , 1JF = 21dc . (3.113) 

Impact moments t* are determined by the equality lfl(t*) = 21dc. 

Accounting for properties of the delta function and substituting (3.113) into 
motion equations, we obtain 

(3.114) 
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1(0)= s. 
Here 

00 

s~"(o/)1 = _Ls(1{1-21rk)J~(1{1), 

Eq. (3.111 )z remains without changes. 
The work [20] is dedicated to the analysis of Eqs. (3.111 ), (3.114). A method of 

averaging expanded in [33, 57, 117] to systems with discontinuity of coordinates 
can be used for their solution. 

Let g = g(x, x). Then a solution of the system (3.111 ), (3.114) is approximated 

by a solution of shortened equations 

jo = -e[rJ 0r 1 +4wg1{1° )] , 1°(0) = 2v0 = s, 
1ft =w(1°:{I+4Eg2 (1°)], 

(3.115) 

(3.116) 

being obtained by averaging of (3.111), (3.114) with an account for a 21T -perio
dicity with respect to 1{1 of the right-hand part of equations. Here T = T(J) = 

21rjw(J), 

(3.117) 
I 2R 

82(1) =-J g(- Iz,-Iwz, )(lx), dl{l, 
21Tl 0 

and the estimate [34] 

II(r)-J 0 (tJ5:ce, 05:rSL (orOSr<oo) (3.118) 

holds. Here and below C are constants which do not depend on e. 
A strict substantiation of the averaging method with discontinuous and impulse 

right-hand parts is in [33]. For fulfillment of a transition from Eqs. (3.111 ), (3.114) 
to the averaged equations (3.115), (3.116) with an error (3.118), it is enough to 
demand that in the domain J E K (III S k ), 1{1 E R1 the following conditions hold 

[33] 

a) functions g(- lz,-lwz,), J-Ig(- lz,-lwz,) are continuous with respect 

to J and bounded with respect to l{lcontinuously with respect to other variables; 
b) mean values (3.117) and the frequency w(l) ~ W0 > 0 satisfy the Lipschitz 

condition with respect to J; 
c) Eq. (3.115) has an asymptotically stable solution l 0 (r) which belongs to the 
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domain K together with its p-zone. 
[In a case of fulfillment of conditions a) and b) the estimate (3.118) holds true 

for a finite time interval; if additionally the condition c) is satisfied then the 
estimate (3 .118) holds for 0 ~ T < oo ] 

The asymptotically stable stationary solution of Eq. (3.115) determined by the 
condition 

(3.119) 

fixes parameters of self-sustained oscillations with a period T0 = 2n / w( J 0 ). 

A case of a quasi-isochronous system is of special interest. If a clearance is 
small, !!.. = ell 1 , then, using a replacement 

we can reduce Eq. (3.98) and the impact condition to the form 

x1 +02x1 =~g(x1 +ell 1,x1)-n2 !!.. 1], 

x 1 = o, x1+ = -(1- er)x1_ 

(3.120) 

(3.121) 

(for the sake of simplicity the system is considered to be autonomous). For !!.. = 0 
the generating system 

has a constant eigenfrequency w = W 0 = 2Q , and the system under study is quasi

isochronous. By a substitution 

(3.122) 

Eq. (3.121) is reduced to the form analogous (3.111), but W1 = 0 and (Jxt =X, 
i.e., 

'if!= w0 + 4ew0l-1[g(-lx+ ellp-JW0 XIjl )-02 6. 1 )x. 
The shortened system with the terms up to o( e) has the form 

jo = e[- rJ 0 T0- 1 - 4w0 g 1 {1°)]. T0 = njn, 
Vt =W0 +4£w0 [g2 (l)-')026 1), 

1 21r 

r=-2 fx(Vf,wo)dw, 
1C 0 

(3.123) 

(3.124) 
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i.e., the impulse in the first approximation does not depend on the clearance in the 

autonomous quasi-isochronous system. A suggestion about the quasi-isochronous 
character (i.e., the smallness of the clearance) considerably simplifies the 

computational procedure not violating the qualitative notions on the motion 

character of the system, so for practical application it is always considered that 

6.=£6. •. 

3.3.2 
Main Equations of Motion Control 

Let the system motion during periods between impacts be described by the equa
tion 

(3.125) 

and by conditions of the impact against the one-side limiter (3.99). Suppose that 

the generating solution describes a one-impact T-periodic regime. A control in
troduction, generally speaking, can excite another kinds of regimes different from 
one-impact. It was shown in [62] that the maximal impulse for a case of a statio
nary motion is realized just in the one-impact regime. So, we are looking for a 
control when the one-impact character of the regime remains. 

The replacement (3.108) reduces (3.125) to the system of equations in the 
standard form with a fast rotating phase 

j =-4ewg(-Jx,-Jwx11f.u)x11f' 
(3.126) 

supplemented by the discontinuity conditions (3.113). It is supposed that for any 
admissible control the right-hand parts of Eqs. (3.126) satisfy conditions providing 
applicability of the averaging method. 

Consider some problems of the optimal control of vibroimpact systems des
cribed by Eqs. (3.126). It is supposed that the solution of the problems under study 
exists and can be determined as a unique solution of the system of equations of the 

maximum principle constructed with an account for discontinuity conditions with 
respect to the variable J. We will use the averaging procedure developed in 
Sections 3.1, 3.2. 

The problem of an optimal high-speed action. We will construct a control u(t), 

~~ :5 U 0 , which transfers the system from its initial position with an impact 

impulse v0 to a final one, with an impulse v. corresponding the impulse of the 

chosen working regime in a shortest time 6.t = t •. Strictly speaking, it should be 

requested that the final impulse I. =(I+ R)x_ at the moment of the nth impact, 



www.manaraa.com

3.3 Processes of Oscillation Settlement In Vlbrolmpact Systems 137 

VI= 21r11, should satisfy the condition I. = v., and thus determine a duration of 

an acceleration process. At the same time, from (3.108), (3.113) follows that for 
VI = 21r11 the relation 

I =_!_(J" +l") • 2 - + 

holds. In its tum, from (3.123), (3.127) we have 

!I.-J~I:5;Ce, II.-J;I:5;Ce, 

(3.127) 

(3.128) 

i.e., boundary conditions with respect to variable J can be introduced with a given 

accuracy in the fonn J + ( 0) = v 0 , J _ ( t. ) = v. not linking the moment of the 

process end with the impact moment. 
Eq. (3.126) and the problem's constraints do not depend directly on time, so it 

is expedient to treat VI as a new additional variable and to reduce (3.126) to the 
fonn 

(3.129) 

Here pis a rest term, continuously bounded in the domain under study. 
Since there is a unique linkage between VI and t 

,. 
r. = J w-• (l(VI ))dVI + o(er. ), (3.130) 

0 

then the problem of the optimal high-speed action is equivalent to the minimiza
tion problem for the integral (3 .130). In this case, owing to (3 .127) - (3 .130), an 
error of the impulse determination is of order e, while a determination error for the 
moment t. is of order a. over the interval r. oc Le-•. 

Let us construct the Hamiltonian of the problem (3.129), (3.130), (3.113). 
Owing to the general rules (see Section A.1 ), we have 

H = -e[w-'(J)+ 4pg(- Jx,-Jwx, ,u)]+ o(e2 ), 

2tr(k -1) <VI< 2trk, 

H+(211'k) = H_(2trk). 

(3.131) 

A small parameter in the first tenn means that a non-fixed moment of the 

process end VI· = o( e-•). The adjoint variable p satisfies the condition 

dpfdVI = -dH/d.! (3.132) 

and the discontinuity condition which is adjoint to (3.113) 

p_ = Rp+, VI= 2rrk, R = 1-er, 
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i.e .• 

(3.133) 

Substituting (3.113). (3.133) into Eqs. (3.129), (3.130) and limiting the consi
deration with the terms up to O(e). we obtain 

(3.134) 

boundary conditions are reduced to the form 1(0) = v0 , 1(e-19) = v., 9 = 0(1). 
Here 

~ 

po~"(Vf)= L,o(Vf-2nk)p+(21rk). 
k=-

The control u is determined from conditions of the maximum principle 

(3.135) 

Substituting (3.135) into (3.134) and averaging, we get the shortened equations 
determining the zero-approximation 

d./ 0 r o *( o o) 
d(/) =- 2Tt 1 - 48 1 • p ' (/) = EVf ' 

dpn _ _!_ o 4 o • (1o o) wA1o) 
d(/) - 2n p + p gJ ,p - w2(1o)' (3.136) 

1°{0)= V0 • 1°(9)= v., 

where 

• I 2n 

g (1,p)=-f g(-1x.-1wx"".u(Vf.J.p))x'lldVf. 
2Tt 0 

(3.137) 

Analysis of Eqs. (3.135), (3.136) is considerably complicated by dependence 
X(V') on w(1). 

Strictly speaking, conclusions of [6] which substantiates an utilization of the 
averaging method in optimal control problems are inapplicable to Eqs. (3.134), 
(3.135). In [6] a measurability of right-hand parts of equations in the standard form 
with respect to a fast variable (see Section A.3) was assumed, as well as the fact 
that Eq. (3.134) contains delta functions. 
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In order to prove the closeness of a solution of two-point boundary-value prob
lems (3.134) and (3.136), it is sufficient to repeat all considerations of [6] taking 
into account for the closeness of the Cauchy problem for an initial and averaged 
systems [34] (see Section A.3). It is also possible to change the scheme of the 
approximate solution, preliminarily undertaking a partial averaging in the system 
(3.129) with discontinuity conditions (3.113), and then to construct an optimal 
control on trajectories of the obtained partially averaged system, not containing 
delta functions. Such an approach is developed below in Section 3.3.4. 

Consider some particular cases. 
a) Let dynamics of a system between impacts be described by the equation 

x+Q2x+2ebx+eg0 (x)=eu, (3.138) 

i.e., 
g(x,x,u) = -g0 (x)- 2bx+ u, 

and, owing to(3.135), (3.137), 

u. = -U0 sgn(px.,), g' = ~bJwk2 - U 0k1 sgn p, 

where 
1 2n: 

k,{J) =-Jlx,ldvr > o, 
2tr 0 

Thus, Eqs. (3.136) will get the form 

~~J =Q(Jo,po), Jo(O)=vo, Jo(9)=v., 

(3.139) 

d 0 

:(/) == -poQJ {Jo ,po)+[w-'(Jo)t' (3.140) 

Q(Jo ,po) == __ 1_Jo- 8bJowk2 + 4U oka sgn Po. 
2tr 

It is clear from physical considerations, the a demand 

~: = Q(l 0 ,p0 )> 0, V0 :S J :S v., 

corresponds for v. > v0 to an optima] high-speed action; moreover, 

4U0 k1 >rl 0 /2tr+8bl 0wk2 >0, 

(3.141) 

(3.142) 

i.e., sgn p 0 = 1. Let us show that a sign-constant solution correspond to Eq. 

(3.140h when condition (3.142) is fulfilled. 

Let Q( J 0 ) = Q( J 0 , p 0 ) for a constant value sgn p 0 = I . Then, introducing the 

Hamilton's function of the shortened system (3.140) 
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into consideration and working as in Section 3.1, it can be shown that for the 
problem of the optimal high-speed action the relation 

Hoi o =-w-l(v.)+po((/J~)Q(v.)=O ...... 
holds true. Here (/)~ is an unknown phase of the process end, determined by the 

boundary condition J 0 ( qJn = v •. From the other hand, it follows from the auto

nomy of the system (3.140) [see (A.22)) 

H 0 (J 0 ,p0 )= const{tp) = H 0 1_ o = 0, 
f/J-9'· 

i.e., for all q> 

po(qJ )= {w(Jo )Q(lo)) > 0. 

Thus, 

~ = -u 0 sgn x., , 
or, accounting for (3.108), 

u? =U0 sgnx. 

The control (3.143) is quasi-optimal in the mentioned above sense. 

(3.143) 

The time ofhigh-speed action can be estimated via solution ofEq. (3.141) with 
an assumption J 0 (8)= v •. In particular, in a system with a small clearance 

!!. = eA 1 , W = W0 = 2Q, we will obtain 

dJO 
-= -p(J0 -A.U0 ), 
dqJ 

where p=r/2Tr+b/20>0, A.=(nOpt and 

Jo = ( Vo- A.Uo)e_,.., + A.U o' 

so that 
,... A.Uo- Vo 1 e = > . 

A.U0 - v. 

It follows form (3.146) that the acceleration problem has the sense only for 

U n!lpv. 
>---

0 2 

(3.144) 

(3.145) 

(3.146) 

(3.147) 

If W 0 = n!lpv. then a regime of self-sustained oscillations with an impulse 
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J 0 = v. is being realized in the system, and the acceleration time () = oo. 

b) Autoresonant system. Let dynamics of a one-mass system be described by the 
equation 

i.e., 
g = -2bx-ux, 

and, owing to(3.140), (3.135), (3.137) 

u. = -U 0 sgn psgn( X( cp )X., (cp )] , 

g· = 2bJwk2 +JU0 sgnpk3 , 

where k2 (J) is the same coefficient as in (3.139), 

Eqs. (3.137) get the form 

dJO ( 0 0) 
dcp =QJ ,p ' 

~: =[w-J{lo)L -poQ1 (1o,po), 

Q(J 0 ,p0 ) = -J 0 [r/2n + 8bwk2 + 4U0k3 sgn p 0 ]. 

(3.148) 

(3.149) 

(3.150) 

(3.151) 

Working in the same way as in the previous case, it can be shown that in the 
acceleration problem, optimal with respect to the high-speed action, it should be 
considered 

sgnp 0 = -1, 

4U0k3(1°) > [rf2n +8bw(1° )k2 (1° )]. v0 < J < v., (3.152) 

i.e., owing to (3.108), 

u2 = -U0 sgn(xx'l') = -U0 sgn[ri]. (3.153) 

Introducing the control (3.153) into the initial system (3.138), we get a auto
resonant system providing the acceleration regime, optimal with respect to the 
high-speed action. 
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3.3.3 
Periodic Control of Quasi-Conservative Systems 

A finite value of the impulse 1 = v. is determined by parameters of a stationary 

periodic regime. Let us construct a control u(t), ~~ ~ U 1 , forming a maximal 

impact impulse for a periodic movement of the system (3.125). 
The system (3.125) can be reduced to the form (3.126) by means of the re

placement (3.1 08). Considering the control aim to be a supporting of a near-reso
nant one-impact regime, we will construct a periodic control u( 1/1') = u( 1/1' + 2;rr) 

and a 2;rr -periodic solution of Eq. (3.129) corresponding to this control. As fol
lows form (3.107), (3.108), an impulse at the impact moment in a periodic solution 

(3.154) 

where 1(1/f) is a periodic solution of Eq. (3.126) [or (3.129)]. It follows from 

(3.118) that a periodic solution of Eq. (3.126) can be presented in the form 

1(1/f) = J + e/ 1 (J,1/f,E), 

where J is a constant, J 1 is a 2;rr -periodic component with discontinuities in 

points V't = 21l'k , k = 0, ±1, ... Since it is not expedient in a control problem to 

formulate conditions for a discontinuity point, let us optimize the system (3.129) 
according to the integral criterion [comp. (3.64)] 

1 21< 

€1>(u) =-J 1(11' )d1/f. 
21l' 0 

(3.155) 

The Hamilton's function of the problem (3.129), (3.155) is reduced to [comp. 
(3.76)] 

H = J -4Eqg(-Jx.-1wx.,.u)xv. (3.156) 

Working in the same way as in Section 3.2, we obtain that a variable p = Eq 

satisfies the equation dp/dVI = -EoHfa.J, the discontinuity condition (3.133) and 

the condition of 2;rr -periodicity with respect to 11'· Substituting the discontinuity 
conditions into equations of the maximum principle and leaving the terms O(e), 

we get 

:V, = -e[r16!"(V1)+4g(- Jx,-Jwx.,.u)xv ]. 
(3.157) 
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where 

u.(Vf) = argmax H(Vf,J ,u,p) = U(Vf,J ,p). 
lulw, 

(3.158) 

Substituting u. into (3.157) and averaging, we get 

dJo r Jo 4 *(Jo o) 
d({J =- 2tr - g ,p ' 

(3.159) 

dp 0 r 
d({J = 2npo+4pog;(lo,po), 

where g • is the same function as in (3.137). A stationary solution of the system 

(3.159) 

(3.160) 

Po[;1r+4g;(Jo,po)J= 1, po=p, 

and a control 

(3.161) 

correspond to the periodic control. 
A period of a stationary regime in the first approximation is determined by a 

relation T0 = 2n/ w(J). 
Let us construct a periodic control for the system (3.138). From (3.156), 

(3.158), (3.161) we have 

,;; = -u. sgn(fix.,), (3.162) 

and, consequently, 

(3.163) 

p{;n +[8bJw(I)k2 - 4U1k1 sgn pl} =I, 

where k1 , k2 are the same coefficients as in (3.139). It follows from (3.163)1 that 

sgn p = 1 , p > 0 . Hence, the quasi-optimal control can be constructed in the form 

u~ = -u. sgnz., = u. sgnx 0 (3.164) 

We will show that the realized regime is stable. Really, if p > 0 then a coeffi-
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cient of p in Eq. (3.163h is always positive. It is easy to show that a positiveness 

condition coincides with a condition of asymptotic stability of the stationary solu
tion J [20]. 

Let us determine a linkage between limit possibilities of a control in transition 
and stationary regimes. 

Let J. be a stationary value of the impulse corresponding to the control (3.164) 

and determining parameters of an optimal periodic regime. It is obvious that 
U 0 > U1 should be considered for bringing the system to a working regime from 

the initial state J = v0 < J. with the help of the control (3.143); the capacity 

supply !lU = U 0 - U 1 is determined by a necessary velocity of a transition to a 

regime of self-sustained oscillations. Let us calculate parameters of the stationary 
regime in a system with a small clearance, for w = 20.. From (3.163) for 
sgn p = 1 we have 

J. = v. = A.U1 , (3.165) 

where still ). = 2(n:Opf', Jl = r/2tc + b/20.. 
If only the working regime is being optimized, then the control (3.164) is in

troduced in the system. We will show that for sufficiently small dissipation Jl, the 

regime moves sufficiently close to the self-sustained oscillation one in a finite 
number of cycles. 

Let us limit our considerations to a case of quasi-isochronous system. Let us 
estimate a time of transition from the initial state J = v0 =K1J., K1 << 1, to any 

arbitrarily close zone J = (1- K 2 ).!., K 2 << I , of an optimal regime for 

u=U1 sgnx. A solution is given by Eq. (3.146) with substitution of U0 =U1 , 

v0=KJ., v.= J.(l-K2 ), J.=A.U1.Then 

p(J (1 \._-1 e = -K1 r-2 • 

Let K1 = K 2 = 0.1 , Jl = 03 . Then fJ < 4n , i.e., the system practically transits in 

two cycles into a self-sustained oscillation regime, and the additional optimization 
with respect to a high-speed action of the transition regime is not necessary. 

3.3.4 
Partial Averaging 

In many application problems it is possible to reduce sufficiently a computational 
procedure if the initial system (3.126) or (3.129) is replaced by a smooth, partially 
averaged system. 

Let g(x,x,u)= g1 (x,x)+ g2 (x,x,u) and for any piecewise continuous control 

u(x,x) a function g(x,x,u(x,x)) be continuous and satisfy the Lipschitz condi-
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tion with respect to x, x in any bounded domain of variables x, x . 
Let us re-write Eq. (3.129) accounting for discontinuity conditions. For a given 

function g we will have 

:V, = -e[rJS!,.(vr)+4g,(-Jx,-Jwz~ )xt' + 4g2(-Jx,-Jwx,.u)x,] 

+ E2 p(J .vr). (3.166) 

The rest term p( J, vr) is uniformly bounded in any domain of J and piecewise 

continuous with respect to 1jl. 

For assumptions introduced in [33], it follows that the partial averaging holds 
true. Let us confront (3.166) with a partially averaged system 

with the same boundary conditions, where 
I z,. 

g;(J) = -2 J g, (- Jx(vr ),-Jw(J)x.,(vr ))x"'(vr )dvr. 
1r 0 

Following conclusions of [33], we can obtain the estimate [comp.(3.118)] 

(3.167) 

(3.168) 

Let us construct a control u(vr), I~~ U 0 , optimizing the system (3.167) with 

respect to the high-speed action. The Hamiltonian of the problem has the form 

ii = -e{w-'(J)+ iJ[J(r/2n+4g;(J))+ 4g2(-Jx.-Iwx"''"m. 

a Lagrange multiplier satisfies the equation adjoint with (3.167) and not containing 
discontinuity conditions 

and the optimal control can be found from the maximum condition 

u.(vr) = arg max ii(Vf,J(vr ). ii(VI ),u). 
lolsu. 

(3.170) 

Substituting (3.170) into (3.169) and averaging, we will get equations identical to 
(3.136). 

A possibility of a partial averaging in systems with functionals of the more 
general kind is proved in the same way as for smooth systems (Section A.2). 
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3.3.5 
Main Motion Equations of the System with Double-Sided Constraints 

Let the motion of an autonomous system be described by the equation 

x+Q2x=Eg(x,x) 

and by conditions of an impact against a double-sided limiter 

lxl=6, x+=-(1-u}x_. 

(3.171) 

(3.172) 

In order to determine a replacement of variables, that reduces the system to the 
standard form, consider a generating conservative system 

x+02x == 0, 

A general integral of the system (3 .173) has the form 

x(t) == -Jx2 (vr.w), V' == (J)(JXt- to), 

where X2 (Vf,Ctl) is a periodic Green's function of the second kind 

( ) __ I i' exp[(2k -l)ivr] 
X2 Vf,Ctl - £.. ( )2 2 • 

TrliJ k=- n;w - (2k -1) 

or, in a closed form, 

I sin Q (V' -tr/2) 
X2 (vr ,w) == 20 co~(n0/2Ctl) . 

(3.173) 

(3.174) 

(3.175) 

(3.176) 

A dependence of the frequency on the impulse is given by the impact condition 

x(O) == 6, J == -20Acot{n0/2Ctl). (3.177) 

Introducing new variables 'impulse- phase' with a help of relations analogous to 
(3.108) 

we will get after respective transformations equations of the type (3.114) 

j = -4Eg(-Jx2.-Jcux2., )wx2.,. w = (J)(J) 

(3.178) 

(3.179) 



www.manaraa.com

3.3 Processes of Oscillation Settlement In Vlbroimpact Systems 147 

Impact conditions are reduced to discontinuity conditions with respect to the va
riable J 

(3.180) 

J ~k-l - J ~k-1 = -ErJ ;k-1' ""= tr(2k -1). 

Substituting the discontinuity conditions into the motion equations, we get 

j =-w[rJ~~,.. +4g(-Jx2.-Jwx2,)x2., ]. 
(3.181) 

where 
~ 

JBi~(1f')= :L(-1)k8(1f'-1tk)J~; 
k=-oo 

impact moments tk are determined by a condition 

(3.182) 

A solution of the system (3.181) is approximated by the solution of the 
averaged system 

jo = -e[2rJoTo-l +4wg;(Jo)]. 
(3.183) 

(3.184) 
I 2,.. 

g~{J) = Zrr.J f g(-Jx2(1f'),-Jwz2.,(11'))(Jx2,(11'))Jd1f' 
0 

and the estimate (3.118) holds. 
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4 Oscillations in Systems with Random 
Disturbances 

Some problems of stochastic dynamics in oscillatory systems are examined in this 
Chapter. 

Numerous papers and monographs deal with analysis of random oscillations 
and elaboration of various approximated methods for their investigations (see, for 
instance, [28, 37, 47, 120, 121, 129, 179)). Still, common methods of an analytical 
study of dynamic systems with random disturbances are not elaborated up to now. 
Exact results can be obtained only for the cases when the system dynamics is 
described by Ito's (or Stratonovitch') stochastic equations. Then it is possible to 
formulate Fokker-Planck-Kolmogorov equations for probability density of an out
put process and to solve them either analytically or numerically. If an excitation 
can be described as a component of a Markov process, then a space of 'sufficient 
coordinates' is introduced in such a way that an expanded system could be des
cribed by Ito's equations [121]. Disadvantages of such an approach are obvious: 
firstly, it needs an expansion of the space of phase coordinates that considerably 
complicates all numerical procedures, secondly, it unnecessary concretizes the 
properties of an input excitation, often known only from experimental data treat
ment. 

More simple and approved in practice approaches are related to an assumption 
on the closeness of the output process to a normal one. If the system is linear and 
an external excitation is a normal process then the output process is also normal. If 
the system is non-linear then the assumption on the closeness of the output process 
to a normal one allows an utilization of some heuristic methods, such as a method 
of moment functions [28], a method of stochastic linearization [82, I 09] or of a 
linearization with respect to a distribution function [82]. Still, the absence of the 
accuracy estimates for solutions complicates their application. 

Numerical procedures analogous to the disturbance method seem to be more ad
vantageous. Suggestions that disturbances are small or small 'in average' and ra
pidly change if compared to deterministic components can be more natural. Nume
rous works are concerned with an elaboration of mathematical procedures on the 
basis of disturbance methods; a detailed bibliography is given, for instance, in [28, 
37, 179]. 

In this Chapter not all the possible schemes of small disturbances and methods 
of their investigations are given. Limit theorems (a stochastic analog of the 
averaging method - a method of diffusive approximation), allowing the singling 
out of a diffusive component from a disturbed movement and the construction of a 
generating operator of the system, prove to be an effective way for an asymptotic 
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analysis. The main result is an approximate replacement of the disturbed system 
with a system of simpler structure, the methods of analysis for which are known. 

All the material of Chapter is treated as additional, destined for further investi
gations of control problems. Therefore, the main attention is being paid to a for
mulation of conditions, under which the asymptotic approach holds true, and to the 
application of limit theorems to particular problems of the oscillation theory. 

The necessary information about the theory of stochastic differential equations 
is given in Section 4.1. 

The method of diffusive approximation in the form, in which it is used in this 
book, was suggested in the works ofT.G. Kurtz [74] and H.J. Kushner [179]. The 
dynamics of non-oscillatory systems in weak force fields served as an application. 
In other words, coefficients in equations in the standard form did not depend on 
'fast' variables, and a 'fast' time parameter was introduced only via an external 
excitation. An averaging procedure was reduced to an averaging with respect to re
alizations with account for a mixing properties of random processes. In oscillatory 
systems, coefficients of equations in the standard form depend directly on the 'fast' 
time parameter, and the averaging procedure involves also an averaging with re
spect to time. 

The main results of the method of diffusive approximation and their generaliza
tion for systems with a fast rotating phase are given in Appendix, Section A.6. 

The method of diffusive approximation and other asymptotic methods are 
broadly used for solution of applied problems of stochastic dynamics (see, for in
stance, [28, 37, 96, 107, 136, 179]). A monograph of R.L. Stratonovitch [121], 
where a limit behavior of dynamic systems under a wide-band excitation was for 
the first time thoroughly studied with a physical level of strictness, should be men
tioned separately. In works concerned with the analysis of oscillatory systems, a 
general algorithm of an approximate solution is usually given, and a solution for 
systems with one or two degrees of freedom (moment characteristics, distribution 
functions, etc.) are written. In Section 4.2, averaged differential equations for a 
system with n degrees of freedom are directly formulated. Equations for the first 
and second moments for linear systems are obtained. 

In Section 4.3, main results of a disturbed motion convergence to a homoge
neous diffusion process for an infinite time interval are given. 

In Section 4.4, a generalization for the method of diffusive approximation for a 
case of vibroimpact systems is given. 

Averaging algorithms, formulated in Sections 4.2 - 4.4, are used in Chapter 5 
for a construction of a quasi-optimal control in systems with a random excitation. 

4.1 
Stochastic Differential Equations 

Some ideas of the theory of random processes and stochastic differential equations 
are given below. More detailed elucidation can be found, for instance, in [45, 46, 
53, 129]. 
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A main statistic characteristic of a vector random parameter ~ e R1 is its dis

tribution function F1 (x1 , ••• ,x1 ) equal to an event probability (~ < x1 , •••• ~ < x1 ), 

i.e., 

(4.1) 

where ~ are components of the vector ~· 

Sometimes it is preferably to characterize random magnitudes not by the distri

bution function, but by the probability density p(x1 , ••• ,x1 ) linked with F by rela

tions 

or 

( )_a'F(x1, ••• ,x,) 
p x1, ••• ,x1 - :l... :l... • 

(7~~··· 17~1 

(4.2) 

Time t is treated in analysis of random processes ~(t) as a parameter having 

some set of values T. Owing to principles of the probability theory, a random pro
cess ~(t) is considered to be determined if all possible distribution functions of a 

finite dimension 

are given (if ~ is a vector process then inequalities should be fulfilled for each 
component). 

Important characteristics of the random process are its expected value m(t) = 

M~(t) and a correlation matrix 

K(s,t)= M{[~(s)-m(s)}~(t)-m(r)J'}. 
Here (an below) a prime as a superscript is used to denote a transpose. 

An arbitrary random process ~(t) following conditions 

m(t)= const, K(s,t)= K(s-t) 

is called stationary in a wide sense. A Fourier transformation 

1 ~ 

S(A.) =-J K( -r)ei).r d-r 
2tr -~ 

of the matrix K( -r) is called a matrix of spectral densities of the process ~(t). 
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A full description of the random process £(t) is possible only with infinite-di

mensional distributions. 
A direct construction of such distribution functions is practically unrealizable. 

Therefore, the role of different models of random processes based on distributions 
with a finite dimension is very important. 

Disturbances acting on mechanical systems can be often presented in the form 
of normal Gauss random processes [28, 47, 118). Even in the case when an 
excitation is a sum of independent harmonics, it can be approximated by a normal 
random process [82]. 

Let us mention the properties of the Gauss process. 

A joint probability density for values £; = S(r;) of a one-dimensional normal 

process s(t) in any n moments t; is given by relation 

Here m' = Mf=f t . ) , A = det K , K = {K . }~ is a correlation matrix with ele-5\ J T J,r=l 

ments 

ll.,i are minors for elements of the matrix K. 

Exhaustive information on properties of the Gauss process is in its first two 
distribution moments of this process. The moments of the higher order are alge
braic functions of these two moments and are expressed with the help of recurrent 
relations [53]. 

A process s(t), t e T , is called a process with independent increments if for 

any set tl' ... , t,., 0<t1 < ... <t,. <T, random values S{t1)-S{O), ... , S{t,)

S(r m-t) are mutually independent. The Gauss process with independent increments 

is called a process of Brownian motion (or Wiener process). 
The Wiener process can serve as a model for a description of a motion of a 

microscopic particle in fluid. As was shown by N. Wiener, that a trajectory of the 
motion of the microscopic particle in such a model has no tangent, i.e., nearly all 
realizations of the Wiener process are continuous but nowhere differentiable 
functions [45, 53]. 

The Wiener process with characteristics 

M[S{t)-£(s)]=O, M[S{t)-S{s)f =t-s (4.3) 

for all s S t is called a standard Wiener process and is denoted w{t). It was 
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proved that any continuous with probability 1 process with independent increments 
is a Wiener process. 

The Wiener process generates an important class of random processes which 
are called Markov processes. In order to determine a Markov process we will 
introduce a notion of conditional probability. 

Let £(t) be a random process in R1 , A is some interval in R1 (we will under-

stand under an interval A= l[a,b) in R1 a set of points {xi' ... ,x.}, a1 ~ x 1 < b1 , 

i =I, ... ; intervals l(a,b), l(a,b], l[a,b] can be determined analogously). Let 

further an event a be determined by a condition s(t) E A • i.e., a probability of 

such an event P( a) = P{S( t) E A}. Suppose that a probability for an event f3 is 

known: P(/3) = P{£(u) E A}. Then a conditional probability of any event a for the 

hypothesis f3 (under conditioned that the event f3 occurs) is 

P(ajf3) = P{s(t) E Als(u) eA} = P{£(t) E Als(u)}. (4.4) 

A process s(t) is called a Markov process when the conditional probability deter
mined in ( 4.4) is 

(4.5) 

for any intervals A E R, , tl < t2 < ... < t n < t. 
The Markov process can be non-formally determined as a process the value of 

which at a current moment t0 entirely determines its future behavior for t > t0 

independent of its trajectory for t < t0 • A Wiener process can serve as an example 
of a Markov process. Another obvious example of the Markov process is a 
solution of an ordinary deterministic differential equation, although here a random 
factor can be involved only in initial conditions. 

Let now a system motion depend on random factors and be described by an 
equation of the form 

x=b(t,x)+a(r,x:i(t), x(to)=a, (4.6) 

where ~(t) is some random process. Then characteristics of the process x(t) for 

any interval t 0 ~ t ~ T depend on initial conditions x0 (t) and on statistical 

characteristics of the process ~(t) for this interval. It is obvious, that the process 

x(t) does not depend on the history for t < t 0 only in the case when the values of 

the excitation s(t) at any two moments tl <to and t2 >to are statistically inde

pendent. It means that the process s(t) should be a continuous process with in
dependent values. Though such physical process does not exist, still Eq. (4.6) can 
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be given a strict sense. For this reason it is expedient to write this equation in the 
differential form: 

dx = b(t,x )dt + a(t,x )dS(t). 

The process s(t) should possess the following properties. Firstly, it should 

have independent increments as an integral of the 'process' ~(t). Secondly, it 

should have continuous trajectories since only in this case the solution x(t) will be 

a continuous random process. It was proved [45] that any process with such pro
perties is a Wiener process. It can be also considered that its characteristics satisfy 
conditions ( 4.1 ), since it can be always reached changing coefficients b and a. 

Thus, a solution of the equation 

dx == b(t,x )dt + a(t,x )dw, (4.7) 

where x E R. , w(t) is a [-dimensional standard Wiener process, b(t,x), a(t,x) 

are matrices of respective dimensions, is an-dimensional Markov process. 
A mathematical theory of equations of the kind (1.7) (Ito's stochastic differen

tial equations) was sufficiently detailed developed (see, for instance, [ 46, 129]). 
Let us give the main results, concerning the properties of solutions of Eq. (4.7), 
without proof. 

Theorem 4.1. Let functions b(t,x) and a(t,x) be continuous with respect tot, 

x for t E (to ,T], x E R. and satisfy conditions 

jb(t,x )- b(t, y ~ +ja(t,x )- a(t, y ~ :S: cjx- Yi. 
(4.8) 

Then for any random value x(t0 ) not depending on the process w(t)- w{t0 ) 

there exists a unique solution ofEq. (4.7) which is a continuous Markov process. 
Here the uniqueness is understood in the following sense: if x1 (t) and x2 (t) 

are two continuous solutions of Eq. (4.7) then P{x1(t)=x2 (t)}=l for all 

t E[t0,T]. 
Below the following notation is used: X s.x (t) is a solution of Eq. ( 4. 7) for ini

tial conditions X s,x (s) = x. In cases when it is unambiguous, we will write simply 

x(t) or x(s) understanding under such a notion solutions of Eq. ( 4.7) for some 

initial conditions. 
It follows from Theorem 4.1 that for all t E[t0 ,T] a solution x(t) is deter-

mined and continuous. But sufficient conditions (4.8) are too limiting. In [129] 
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more general conditions of existence and uniqueness for solutions of Eq. (4.7) are 
formulated in terms ofLyapunov's functions. Below it is always considered that a 
solution of the equation under study exists and is unique. 

Theorem 4.2 (Ito's differentiation formula). If a function V (t,x} has continu-

ous partial derivatives up to the second order with respect to x and up to the first 
order with respect to t, and a process {(t} with values form R1 has a stochastic 

Ito's differential 

d{ = b(t )dt + a(t )dw, 

then a process 1J(t) = V (t, {(t)) has also a stochastic Ito's differential, and 

d1J = [v~ (t,{)+ v ;(r,{)b(t )+~Tr A(t )' ..... (t,c;)]dt + v;(t,{}a(t )dw, 

A(t) = a(t )a'(t). ( 4.9) 

Here Tr A is a trace of a matrix A, a vector Vx has components iJV fdx1 , a 

square matrix v XX has components d 2V jaxJJxj • 
We will write a differentiation formula of a complex function on trajectories of 

Eq. (4.7). 

Let a function V(s,x) be two times continuously differentiable with respect to x 

and one time differentiable with respect to t. Then from Theorems 4.1 and 4.2 it 
follows, that 

I I 

v(t.x(t ))- v(s.x(s)) =I .tu(u.x(u))du+ I v;(u.x(u))a(u.x(u ))dw(u). (4.10) 

where an operator 

~.v = ~ +B, B =b'(s,x)'x +~TrA(s,x)v.u. (4.11) 

Calculating owing to ( 4.10) an expected value, we get 

I 

M[v(t.x(t ))- v(s,x(s))]= I AUY(u,x(u))du. (4.12) 

Substituting this in the equality x(t) = x•·x (t), dividing both its parts with t- s 

and taking a limit for t ~ s + 0 , we will obtain 

lim..!_[MrxV(s+ h,x(s+ h))-V(s,x)]= ~.V(s,x ). 
h->0 h . (4.13) 

Here M s.x is a conditional expected value 
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M,y(t,x(t)) = MV(t,X'·x(t})= MV(t,x(t)/s,x). 

An operator ~. detennined by Eq. (4.13) is called a generating differentiation 

operator of the process X' ... (t). For Markov processes it can be expressed in the 

direct form (4.11). 

If a respective Markov process is homogeneous ( b = b( x) , o = o( x) ), and the 

function V = v(x), then ~.v =LV. 
Control problems are based on the study of mathematical properties of expected 

values for different functionals of solutions to stochastic differential equations. In 
some cases, a calculation of these values is reduced to a solution of the boundary
value problems for equations in partial derivatives. Suppose that we are to calcu
late, for instance, an expected value 

V(s,x)= MF(x•·x(t)), (4.14) 

where F(x) is a given function, x•·.r(t) is a solution of the stochastic equation 

(4.7). 
Theorem 4.3 [129]. Let 
1) V(s,x) be a bounded and continuous for all s S: t, x e R. function, satis

fying in this domain the equation 

~.v(s,x) = 0, s s: t, (4.15) 

with a boundary condition 

V(t,x)= F(x); (4.16) 

2) all conditions providing existence and uniqueness of the solution ofEq. ( 4. 7) 
be fulfilled for all t ~ t 0 [129]. 

Then Eq. (4.14) holds true. Here ~. is a generating operator of the process 

X s.x (t) which is determined by Eq. ( 4.11 ). 

A solution of the Cauchy problem ( 4.15), ( 4.16) detennines a value of the func
tional for arbitrary initial conditions ( s, x). 

In a general case, there are no theorems of existence and uniqueness for solu
tions of the problem (4.15), (4.16). It was proved [45, 129] that a solution V(s,x) 

exists and coincides with values of the functional (4.14) when coefficients of Eq. 
(4.7) satisfy the conditions (4.8) and a condition of non-degeneracy 

(A(t,x)A.,A.)~ m(t,xlA-12 , A= aa' (4.17) 

for x e R., t e[O,T]. Here m(t,x) is a positive continuous function, A. is an arbit

rary constant vector. The solution x•·x(t) ofEq. (4.7) is regular under the condi-
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tions (4.8), i.e., it does not tend to infinity in a finite time, and all the mentioned 
operations for expected values hold. 

Suppose that Eq. (4.7) and the functional (4.14) satisfy these conditions. Let, 
further, a jointly unique non-linear replacement of variables 

y=<p(x), X=l/f(Y) (4.18) 

be introduced, where <p and 1/f are sufficiently smooth functions. It is obvious that 
then 

MF(x•·x(t))= MF[l/f(Y'·'(t))]= MG(Y'·'(t)) (4.19) 

(if all the operations are determined). Here Y'·'(t} is a solution of a stochastic 

differential equation obtained form Eq. (4.7) by means of the Ito's transformation, 

y = Y'·' (t). At the same time, 

V(s,x) = V(s,l/f(Y )) = W(s,y ), (4.20) 

i.e., a function W(s, y) can be found as a solution of Eq. (4.15), transformed by 

means of (4.18). 
Just such cases are studied below. A non-linear replacement of variables trans

forms the coefficients of an initial equation in such a way that conditions of a 
linear growth are broken. But the process Y'·'(t) remains regular, and the function 

W(s, y) is uniquely determined as a unique solution of the inverse Kolmogorov's 

equation. A correctness of the transitions ( 4.19), ( 4.20) for each particular case is 
not discussed. 

4.2 
Limit Theorems for Stochastic Differential Equations (The 
Diffusion Approximation Method) 

Eq. ( 4. 7) is the best examined model of a stochastic system. For such a system it is 
possible to obtain probability characteristics and to formulate Eqs. ( 4.15) - ( 4.17) 
which determine a character of various functionals. At the same time, it is easy to 
understand that Eq. (4.7) is an idealization of some physical system (4.6), an 
excitation ;(t) in which is close in a certain sense to a process with independent 

increments w(t). Non-differentiability of the process w(t) was often considered 

to be a disadvantage of the model, since in a course of a formulation of a mathe
matical model such an interpretation of a random excitation should be used, which 
should lead to an adequate description of a real system. 

A problem of correct physical interpretation of stochastic differential equations 
was thoroughly studied by R. L. Stratonovitch [120, 121] and R. Z. Khasminsky 
[129]. 
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Let us once more consider Eq. (4.6). Let ~(t) be some 0--correlated stationary 

Gauss process. Obviously, owing to this 0--correlation, all finite-dimensional char

acteristics of the process ~(t) for t ~ t0 do not depend on its values for t < t0 • 

Accordingly, all the characteristics of the process x(t) for t ~ t0 also do not de

pend on the values x(t) for t < 10 • Hence, the 0--correlated Gauss excitation 

{,white noise") also generates in the system (4.6) a Markov process. 
R. L. Stratonovitch has shown [120, 121] that a system of equations 

I 

x1 = b1(t,x)+ L,a1t (t,x~(t), (4.21) 
k=l 

where ~· ( 1) is continuous on the right 0--correlated process of the ,white noise" 

type, is equivalent to the following system of Ito's stochastic equations 

(4.22) 

where w t are one-dimensional standard independent Wiener processes. 

Thus, a generating differentiation operator of the Markov process, determined 
by Eq. (4.21), has the form 

where still 

I n 

a;i = L,L,a;ta ft • 
k=l j=l 

The operator ( 4.23) has - as distinct from ( 4.11) - additional terms 

_!_ ~~ aalk(t,x) 
LL alcj 

2 k-1 )=1 dx j 

in a drift coefficient. 

(4.23) 

Thus, Eqs. (4.7) and (4.21) correspond to different physical models. In physical 
problems where the ,white noise" represents an idealization of the real process 
with a small correlation time, the respective equation should be understood as the 
Stratonovitch stochastic equation with the generating differential operator (4.23). 

A direct replacement of Eq. (4.21) with Eq. (4.7) leads to false results (these 
questions are treated in detail in [ 129]). 
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Let, for instance, a motion equation of a mechanical system be reducible to the 
form 

x = ef(x )S(t )+ e2 g(x), (4.24) 

where e is a small parameter, X ERn • s(t) is a scalar stationary random process 

with a correlation function K(z) and a spectral density S{w), Ms(t)= 0. Let us 

show that an introduction of the small parameter characterizes a closeness of the 
excitation to the ,white noise". Re-write (4.24) in the form 

dx,jd-r=f(x)S,(r)+g(x), -r=e2t, (4.25) 

5,( -r) = e·'s( -r/ e2 ). 

Obviously, the process 5, ( -r) has the correlation function K, ( z) = e -2 K ( z/ e 2 ) 

and the spectral density s,(w) = s(e2w). Thus, if the function s(w) is continu

ous for w~O then s,(w)~S0 =S(O) for e~O andK,(z)~2nS08(z},res
pectively. In other words, for e ~ 0 the process x.(-r) converges to some Mar

kov process x0 ( 'r) - the solution of the Stratonovitch equation. 

Such a limit transition was for the first time studied by R. L. Stratonovitch 
[120]. A strict proof was given by R. Z. Khasminsky [132]. In posterior works, in 
particular [30, 188, 190, 196], conditions imposed on the coefficients of the equa
tions and random excitations were specified. 

Below the asymptotic method of diffusion approximation, given in detail in 
[ 179], is used for construction of the approximated solution. 

Before the formulation of Theorems about the limit transition in stochastic dif
ferential equations, let us recall definitions of various types of convergence [27]. 

Let x and xn be random variables in R1 , F{s) and Fn(s) be distribution 

functions, generated by these values. A succession of distribution functions is 
known to converge weakly to F for n ~ oo when 

(4.26) 

for each value of s which is a continuity point of the limit function F(s) (includ

ing the points s = ±oo ). A weak convergence in the sense of ( 4.26) is equivalent to 

the convergence 

Mf(~) ~ Mf(s), (4.27) 

for n ~ oo for any continuous and bounded function f(s). If (2.6) holds then the 

succession x n converges weakly to x for n ~ oo • 

A succession xn is called weakly compact if it is possible to single out from it a 
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weakly converging sub-succession. For a weak compactness of the succession x. 
it is sufficient that values x. are uniformly bounded with respect to probability, 

i.e., 

supP~x.I>R}~o. R~oo. (4.28) . 
For a succession of random processes x.(t), t e[t0 ,T], the condition (4.28) gets 

the form 

supP~x.l > R} ~ 0, R ~ oo. (4.29) ... 
Let the processes x.(t), x(t) be continuous on the segment [t0 ,T]. Let 

cfr0 ,T] denote a space of continuous on [t0 ,T] functions to which belong (with 

probability 1) all the trajectories of the processes x.{t), x(t). The succession 

x.(t) is called weakly converging to x(t)iffor any continuous on cft0 ,T] func

tional 

Mf(x.(t))~ Mf(x(t)). (4.30) 

The weak convergence of the succession x.(t) in a space D(t0 ,T] without dis

continuities of the second kind is analogously determined (under respective intro
duction of a norm [179]). 

The limit theorems for stochastic differential equations determine conditions of 
the weak convergence of the solution succession x. ( t) to a solution x(t) of some 

limit equation. 
The following statement holds [27]: if finite-dimensional distributions of the 

process x. ( t) converge weakly to finite-dimensional distributions of the process 

x(t) and the succession x. ( t) is weakly compact then the condition ( 4.30) holds. 

Thus, two points are stated for a proof of the condition ( 4.30): a convergence of 
finite-dimensional distributions of the succession x. ( t) to some limit distributions 

and a weak compactness of the succession x. ( t) . 
The proof of these two points makes a content of the limit theorem for stochas

tic differential equations. 
Principles of construction of an approximate solution were given in [174, 179]; 

a systematic account of the asymptotic method for systems of the type (4.24), 
(4.25) is given in the monograph [179]. In Section A.6, main theorems of the 
method of diffusion approximation and their generalization to the case of 
stochastic systems with a fast rotating phase are formulated. 

Through the rest of the Section, we will limit the examination to systems, mo
tion equations of which can be reduced to the standard form 

x = EF(t, T,x,S{t))+ e2G(t, T,x), x(O) =a. (4.31) 
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Here x E R. , £ E R,, r = £ 2 t is a small parameter. It is considered that functions 

F, G and random excitations s(t) satisfy conditions (A) and (B) of Theorem A.14, 

and the system ( 4.31) can be studied by means of the method of diffusive approxi
mation. 

Let us give without the proof main results. 
Introduce the following notation for mixed moments 

K(s,t, r,x) = M[F, (s, r,x,S(s ))F(t, r,x,S(t))], 

(4.32) 

A(s,t, r,x) = M[F'( s, r,x,S(s ))F(t, r,x,S(t )) ] , 

i.e., elements k i of a vector k and aii of the matrix A have the form 

(4.33) 

Let, further, limits 

I T+t, -

lim- Jo(t, r,x }dt = G(r,x), 
r-.~ T 

r, 

1 T+to T+to 

lim- Jds JA(s,t,r,x}dt=A(r,x), 
T-.~ T (4.34) 

'o 1o 

l T+t0 T+r0 

lim- Jds J K(s,t, r,x )dt = K(r,x) 
r-.~ T 

'o s 

exist, continuously with respect to re[O,r1 ]. xeKcR., t0 ~0. Let xc{t) 
denote a solution of the equation 

dx,j dr = t:-1 F( r/ £ 2 , r,x,S( r/ £ 2 )) +a( r/ e2 , r,x,), 
x,(O)=a. 

(4.3la) 

If coefficients of the system ( 4.31) satisfy conditions of Theorem A.l4 then for 
0 < t: $ £ 0 , 0 $ r $ r 1 the process x, (t) converges weakly to a continuous with 

probability 1 Markov process x0 { t) - a solution of the equation 

(4.35) 

(if such a solution exists). Here 
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b(r,x )= K(r,x)+ G(r,x), a(r,x)a'(r,x) = A(r,x). (4.36) 

Consider that components Fu of the matrix F0 and G; of the vector G are pe

riodic with respect to t with a period (} (i, j = 1, ... , n), s(t) is a n-dimensional 

stationary random process with a zero mean value and a correlation function 

K(u). K,m(u)= M[s(t+u)~(t)] are components of this matrix. Then coeffi

cients b;, a;i are calculated with the help of relations 

I 9 

G;(r,x)=-J G;(t,r,x)dt, 
(}0 

( ) ~ 1J9 J0 dF;,(s,r,x) ( ) () K; r,x = ."'-- (i ds dx. Fjm s+u,r,x K,m u du, 
J,r,m=l 0 -oo ) 

( 4.37) 

Theorem A.14 essentially determines the first approximation to the diffusive 
process. The main algorithm of the construction of approximations of higher or
ders was for the first time given in [ 120, 121] and was connected with calculations 

of the consequent terms in the generating operator of the process x, (t). 
Another methods of construction of approximations of the higher order are sug

gested in [28, 32, 54, 61, 126]. 
Theorem A.l4 and the based on it asymptotic method of analysis of stochastic 

differential equations (the method of diffusion approximation) plays the same part 
as the averaging method for deterministic systems. The main result is an approxi
mate replacement of the disturbed system with a system of simpler structure, me
thods of analysis of which are known. 

Really, Theorems of Section A.6 indicate the calculation method for functionals 
determined on trajectories of the limit diffusion process x0 • At the same time, a 

weak convergence of x, to x0 means that any continuous functional <I>(x,), de

termined on the trajectories of the disturbed system, is approximated by the value 

<1>( x0 ) of the same functional on the trajectories of the limit system. Thus, the dif

fusion approximation method makes an approximate calculation of functionals on 
the trajectories of the disturbed system possible [see (A.ll8)J. 

Asymptotic methods are widely used for solution of applied problems of sto
chastic dynamics [28, 47, 96, 107, 120, 179]. The monograph of R. L. Stratono
vitch [120] should be mentioned separately, since the limit behavior of dynamic 
systems under the wide-band excitation was studied there for the first time with the 
physical level of strictness. 

Such a way can be also effective for an approximate solution of optimal control 
problems, since the quasi-optimality of the control is estimated just according to 
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the closeness of functionals (a weak convergence) and not according to the close
ness of trajectories (a strong convergence). This question is studied in detail in 
Chapter 5. 

Oscillations in systems with random excitations. Let us construct limit diffu
sion equations and determine moment characteristics of some disturbed oscillatory 
systems in order to illustrate the diffusion approximation method. 

1) Let the motion equation of a system with n degrees of freedom be reduced to 
the form 

x+ [A+ tS(t))x + E2 H(x.i) = EZ(t), 
( 4.38) 

Here x E R. , A= diag{ A.~}:=, , H is a vector of additional non-linear and non-con

servative forces, components ~J (t) of a matrix E{t) and ?;1 (t) of a vector Z(t) 
are stationary and stationary connected processes with a zero mean and sufficiently 
fast diminishing correlation functions. It is supposed that eigenfrequencies of the 
system are not connected by resonant relations, i.e., A. 1 j A., *- mf r , k *- j (j, 

k = 1, ... , n; m, r = 1, 2, ... ). By means of the replacement 

the system ( 4.38) is reduced to the standard form 

Y, = EF 1 (t, y, ,q>, .~(t) )+ e 2G 1 (t, y, ,q>,), 

where 

Y, =(y" ... ,y.), q>, =(q>" ... ,q>.), 

FJ = ( A.1eY· r [ t~ji(t )ey· cos(A.J + (/);)- s)t) }in( A}+ q> J 

F} = { A.1eY; f' [ ~~J;(t )eY· cos{A.;t + <P; )- ?;;{t) ]cos{ A/+ q> 1 ) 

G~ = (A.;eY, r h1(t,y,,q>, )sin(A/+<PJ 

GJ = (A.1ey1 r h)t, y,,q>, )cos( A./+ q> J 
h1(t,y,q>)= H1(x,i). 

(4.39) 

(4.40) 

( 4.41) 
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leads to an appearance of proportional to Rj1 terms in equations in the standard 

form. In the presence of features of this kind, conditions of Theorem A.l4 break. 
Therefore, variables y, ({J are introduced according to Eq. (4.39) instead of the 
,amplitude - phase" variables. In such a case, continuity conditions mentioned in 
the condition (B) of Theorem hold. 

It can be easily shown that drift and diffusion coefficients of the limit stochastic 
equation calculated with the help ofEqs. (4.32)- (4.34) do not depend on ({J, i.e., 

dy0 = h1 (Yo )dr + <1 11 (Yo )dw1 + <1 12 (Yo )dw 2 , 

(4.42) 

d(/Jo = b2 (Yo )dr + <121 (Yo )dwl + <122 (Yo )dw2, 
b~(y)=GJ(y)+K~(y), i=l,2; j=l, ... ,n, (4.43) 

-. } T+t0 

G;(y)= lim- JGi(t,y,({J)dt, 
r--.~T 

'o 
(4.44) 

. } T+~ T . 

K~(y)= lim- JdsJK~(s,t,y,({J)dt, 
T-+~T 

t, s 

(4.45) 

;( ) ~ J JF;(s.y,({J.s(s)) 1( ) 

Ki s,t,y,({J =M~l Jy, F, t,y,({J,s(t) 

aF;(s,y,({J.s(s)) 2 ( E-( ))} 
+ d({J, F, t, y,({J,'=' t . 

Matrices aii (y), i, j = 1, 2 are determined from relations 

(4.46) 

.. } T+r0 T+l0 .. 

A''(y) =lim- Jds JA''(s,t, y,({J )dt, 
T-+~ T 

ICI ro 

(4.47) 

Ai,.(s,t, y,cp) = M[F: (s, y,({J,S(s))F ~(t, y,cp.s(t )) ]. 

Substituting (4.41) into (4.47) and averaging, we will get A12 = A21 = 0. Thus, 
the problem is reduced to analysis of the limit stochastic differential equation 

(4.48) 

where w( r) is a n--dimensional standard Wiener process. Calculating components 
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-,, { }" of the vector b 1 and the matrix A = aij i.j=I, we get 

(4.49) 
( ) -2y. -2y 

a ii Y =a ii + d iie I + q je I ' 

where the functions G j (y) are calculated according to the relations ( 4.44) and 

qfo = 8~2 [s~.j.t(;.,j +~ )+ s~.fo(;.,j -A.k )]. 
J 

Here 
~ 

S~.m,(w) = f K~.m,(t)coswtdt, 
K~.mr(t) = M[~j.t(s +t)S.,.(s)], 

s~ = s~.» 
~ 

St = f Kt(r)coswtdt, 

i.e., ss (w) and s' (w) are joint spectral densities of respective excitations. 

(4.50) 

( 4.51) 

Knowing the drift and diffusion coefficients, it is possible to construct the Fok
ker-Planck-Kolmogorov equation and to determine a limit probability density and 
moment characteristics of an oscillation amplitude. In some particular case, an 
analytic solution can be found. 

Let us calculate, for instance, second moments 

Dj = M[x~ +A.tx~) 

of solutions of a quasi-linear system, for which H(x, i) = 2{Ji + G(x), where f3 is a 
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positively determined matrix of dissipation coefficients with components {Jij , i, 

j= 1, ... , n. In this case x~ +A.72 i:~ = R~ and G(R)= -{JiiR, {Jii > 0. 

If R 1 (t, e) = cxp y j , where y j is a solution of the system ( 4.40), and 

R~(r,e)= exp y~, where y~ is a solution ofEq. (4.48), r = e2 t, then 

Applying the Ito's formula (4.9), we will write the system of equations for 

variables z j = ( R~ r = exp(2y~) 

dz j = 2[( vj- {Jii +a ii )z j +f. 'qjkzk + d ii]dr + 2z j f. a jkdw* . 
k=l k=l 
bj 

n 

Coefficients ajk are determined by the relation 2, <1;*<1 fr =a jk . 
k=l 

Calculating expected values of both part of Eq. ( 4.52), we get 

dM, 2., 
--=QM,+ u, 
dr 

where M, =(Mzp····Mz.), 8 = (d1p····d •• ). Q is a matrix with elements 

Q jk = q jk , j :t: k , Q ii = 2( v j - {J ii + a ii ) . 

(4.52) 

(4.53) 

(4.54) 

For a mean-square asymptotic stability of the initial system (4.38) it is 
necessary that all eigenvalues of the matrix Q are in a left-hand half-plane. In 
particular, for a system with one degree offreedom, Eq. (4.53) gets the form 

dM. 
__ < = QIIM, +2dll• 

dz 
(4.55) 

where Q11 =-2{J+Sr,(2A.)/2A.2 , d 11 =Ss(A.)/2).?, and the stability condition 

Q11 < 0 leads to the well-known relation 

(4.56) 

Relations (4.50), (4.53) reveal the known effect- a stochastic analog of para
metric resonances. It is clear that elements of the matrix Q depend only on spectral 
densities of parametric disturbances only for frequencies of main parametric 
resonances, and stability conditions of the solution are also determined by these re
lations. If the spectral density for one of the frequencies of the parametric reso
nance is high then the system destabilizes. 
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A further detailing makes possible a detennination of the analogs of higher pa
rametric resonances, but they can be found only with the use of higher approxima
tions [28, 61, 101]. 

External disturbances sj (t) do not influence stability conditions, but a resonant 

effect takes also place, since elements oj of the vector 8 depend on the spectral 

densities st{ A.j) for corresponding eigenfrequencies of the system. 

In [ 47 - 49] an analysis of systems with external and parametric excitations is 
carried out for problems of identification and diagnostics. 

Let us construct a stochastic Cauchy matrix K,(t,t0 ) of a disturbed system. In 

other words, we will find a solution of the linear system 

(4.57) 

satisfying initial conditions 

(4.58) 

Here a matrix x has a dimension n x n , I is a unit matrix, A, {3, E are the same as 

in the previous case (for simplicity it can be considered that fJ = diag{fJ u} :=1 ). 

An utilization of the replacement (4.39) is inconvenient here, since the limit 
equations (4.42) are sufficiently non-linear. Let us introduce a replacement of va
riables owing to relations 

x = Fc(t )x1 + F,(t )x2 

(4.59) 

where 

Fe= diag{cos.A.i}, F, = diag{sin.A.l}, 

A=diag{.:tj}• A=J\2 , j=l, ... ,n. 

Let us reduce ( 4.57) to the standard form, keeping linearity with respect to new 
variables 

.e = eA-1 F,(t )E(t )(Fc(t )x1 + F, (t )x2 )+ 2£2 F,(t )fJ(- F, (t )x1 + Fc(t )x 2 ), 

(4.60) 

X2 = eA-1 Fc(t )E(t )(Fc(t )x1 + F,(t )x2 )- 2£ 2 Fc(t )fJ(- F.(t )x1 + Fc(t )x 2 ), 

x1{r0 )= -A-1F,(t0 ), x2 (r0 )= A-1Fc(t0 ), 

or, in a more short form, 

X1 =e[.u11 (t)+£V11 (t)}x 1 +e[.u12 (t)+ev12 (t))x 2 • 
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(4.61) 

Components of matrices J.Lii , vii are determined by coefficients of the system 

(4.60) 

J.L~;(t) = A.j1sik(t)sin.A.}CoSAkt, 

J.L~ (t) = .Aj 1 sft (t )sin A.}sin .A.kt, 

J.L~1 (t) = -A}1Sft (t )coSA}COSAtt, 

J.L~ (t) = -.Aj 1sjk (t )cos A. }sin .A.kt. 

(4.62) 

It follows from Theorem A.l4 that for e ~ 0 a solution (x 1 (t,e~x2 (t,e)) of 

the system (4.61) weakly converges to a 2n-dimensional diffusion process (x~( r ), 

x~ ( r)), r = e2 t , satisfying equations 

(4.63) 

Calculating diffusion coefficients, we get 

A ll I I 2.:- 2 
jk = X ia jk X k + Xi u jk X k , 

(4.64) 

j -:t:- k, j,k = 1, ... , n. 

Here coefficients a» , aft • q ik are expressed by relations ( 4.50) 
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(4.65) 

11ii = 4~~ [ s!(o)+ts1(2J.1)]. 

The main characteristic of the solution of program control problems is an ex
pected value of the Cauchy matrix 

It follows from Theorem A.l4 that for e ~ 0 , 0 ::;; t - t 0 ::;; Te -2 , 

where, owing to ( 4.59), 

ho, (t,t0 ) = Fc(t )M 1 ( r, r0 )+ F, (t )M 2 (r, r0 ), 

M1(r.r0 )= Mx6{r), M1(ro,ro):;x6(ro)=q1 • 

In its tum, from (4.43) we get 

dM'/dr = (b 11 - fJ)M' +b12 M 2 , M'{r0 , r0 )= q1 , 

dM 2/dr=(b 22 -f3)M 2 +h21 M1 , M2 (r0 ,r0 )=l. 

Calculating drift coefficients b;1 , we will obtain 

b•• = b22 = diag{r .}~ • 
1 j=l 

rj=pj+f.'ajk, 

b21 = -b12 = diag{K .} • , 
1 j=l 

p1 = 8~2. [s1(2J.1)-st(o)]. 
J 

~ 

Z~.t/w) = J K~.t1 (t)sinwtdt. 
0 

k=l 
jt<k 

Thus, the system ( 4.68) is divided into n independent subsystems 

(4.66) 

(4.67) 

(4.68) 

(4.69) 
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dm~jdr: = (r1 - {J1 )m~ -K1m~, 

dm~ jdr: = K1m~ +(r1 - {J1 )m~, 

m~(r:0 )= -A-/ sinA/0 , m~(r:0 )= X/ COSA/0 , 

Mk = diag{ m~} , j =I, ... , n, k = 1, 2, 

that gives 

m~ =-A~ exp[(r1 - {J1 Xr:- 7:0 ) ]sin[ A/0 +K1( r: -7:0 )] , 

m~ =A~ exp[(r1 - PJr: -7:0 )]co4A/o +KAr:-r:o)]. 

(4.70) 

(4.71) 

Finally, substituting (4.71) into (4.67) and accounting for the form of the mat
rices Fe (t )F, (t), we get that 

ho, (t,t0 ) = diag{hl. (t- 10 )} :~• , 

(4.72) 

Eqs. (4.72) determine (in the first approximation) an expected value of elements 
of the Cauchy matrix for a linear parametrically disturbed system. From (4.72) we 
get averaged necessary stability conditions: y1 < {J1 • In particular, for a system 

with one degree of freedom we will have 

--\-[ss ( 2;.._1)- ss (o)]< p. 
8).1 

(4.73) 

It can be easily shown that conditions (4.73) are weaker than (4.56). If they fail 

then IMx(t ~ ~ oo for t ~ oo. 

Suppose that correlation functions of disturbances 5ik (t,w) are limited by e-pt, 

and the correlation time is considerably smaller than the oscillation period, and 
pj2D. 1 >> 1 , j =I, 2, , n. It can be easily shown that in this case 

z!(n1 ±nk)«s!{n1 ±nk), q=jk,kj, 

and in the relations (4.70)- (4.72) it can be considered that K 1 = 0. 
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4.3 
Stationary Regimes in Systems with Random 
Disturbances 

4.3.1 
General Definitions 

In Section 4.2 behavior of the disturbed system for small e ~ 0 for the arbitrary 
large but finite, oc e-2 , time interval was analyzed. In applications to problems of 
the oscillation theory and the control theory, information on asymptotic behavior 
of the system for small finite e :S: £.0 , but for t ~ oo, is essential. It is linked, in the 
first place, with problems of existence of stationary motions and with an estimate 
of functionals for a stationary motion. 

Let us introduce some definitions. 
A random process s(t), -oo < t < oo , with values from R, is called stationary 

(in a narrow sense) when for any finite set of numbers tw··· t" a joint distribution 

of random values s(t, +h) •... , s(t n +h) does not depend on h. If in this definition 

an arbitrary value h is replaced with h = k() ( k =±I, ±2 ), then we get a defini
tion for a 8-periodic random process (or a generalized {}-periodic random pro
cess). 

In other words, any finite-dimensional distribution function 
P(tl' .. ,t.;AI' .. ,A.) does not depend on t" ... ,t. for a stationary (in a narrow 

sense) process and is T-periodic with respect to all arguments t" ... ,t" for a 
generalized T-periodic process. Analogously, a generalized nearly-periodic pro
cess can be defined. 

Existence conditions and properties of periodic and stationary solutions of dif
ferential equations with a random right-hand part are studied in detail in [129]. 

A practical importance have only such solutions which possess a definite stabi
lity with respect to initial conditions. A periodic (nearly-periodic, stationary) solu
tion x(t) of the equation 

dx = F(t,x,£(t)) 
dt 

(4.74) 

is called stable in a respective sense for initial conditions from some domain K 
when for any random values a eK a solution xs.a(t) ofEq. (4.74) satisfying ini-

tial conditions 

xs·•(s)=a 

converges for s ~ -oo to x(t) in a respective sense. 

In analogy with deterministic systems, a different from zero stable solution 
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x(t) can be called a stationary solution. 

A stationary (in a narrow sense) Markov process is called homogeneous. A ho
mogeneous Markov process is generated by a stochastic differential equation 

dx = b(x)dt+a(x)dw (4.75) 

with coefficients, independent of t. The properties of homogeneous Markov pro
cess are thoroughly studied in [45, 46, 129]. The conditions of existence and stabi
lity of homogeneous and non-homogeneous Markov processes can be expressed in 
terms ofLyapunov functions [68, 129]. 

4.3.2 
Convergence of Disturbed Motion to a Limit Homogenous Diffusion 
Process 

In Section 4.2, a closeness of solutions of disturbed and limit diffusion systems 
over a finite (with respect to T) time interval is stated. Let now suppose that the 
limit diffusion equation ( 4.35) has a stationary solution :X0 (r). Let us obtain con-

ditions, under which a solution x,(r) converges for r ~ oo to the homogeneous 

Markov process i 0 ( 't'). 
This problem was discussed for the first time in [153]. The system of equations 

dx,fdr = e-• F(x,,~ )+ G(x,,~ ), 
(4.76) 

was studied, where F, G are sufficiently smooth functions, MF(x.~) = 0, 

~ ( r) = S( r/ e2 ) is a stationary /-dimensional Markov process. 

Considering that conditions of Theorem A.l4 are satisfied, it can be stated that 
for 0::;; r::;; T and for E ~ 0 a solution of Eq. ( 4.76) weakly converges to a dif-

fusion process x0 ( r) which is a solution of the stochastic differential equation 

(4.77) 

coefficients of which are calculated according to ( 4.36). 
It was supposed that there exists a stationary solution x0 ( -r) of Eq. ( 4. 76) with a 

corresponding generating operator 

a 1 iJ2 

~ = b'(x) iJx +2Tra(x)a(x) iJx2 , (4.78) 

and there exist a sufficiently smooth Lyapunov function V (x) ~ 0, V (x) ~ oo for 
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lxl ~ 00 and a constant r > 0 ' such that 

B(x) ~ -{V(x) for lxl ~ oo. (4.79) 

In [153] it was shown that when these conditions are satisfied then there exists a 

stationary distribution of the process v Jr) = { x .{'r ), ~ {'r)} , and a finite-dimen-

sional probability density p e (x) of the process x e ( 'l') for E ~ 0 weakly con

verges to a probability density p 0(x) of the process x0 ('l'). 
For applications it is important to obtain an analogous result for a case when the 

process ~ ( 'l') is not necessarily a Markov stationary process, and the process 

v e { 'l') does not have a stationary distribution. 

Besides, in [153] the question of closeness of the processes xe(•) and x0 ('l') 

for arbitrary initial conditions for xc ( 'l') was not discussed. And this problem is 

very important for applications, since a practical meaning have only the motions 
which are stable with respect to a disturbance of initial conditions. 

More general results on an approximation of stationary motions are given in 
[179]. The main suggestions concern the properties of the processes xe('l') and 

x0 ( 'l') and need a concretization. 

Theorem 4.4. Let processes xc ( 'l') and x0 ( 'l') satisfy the following conditions: 

1) the diffusion equation (4.71) has a unique solution x0 ('l')= X~·a(•) for any 

initial conditions X ~.a ( 'l') = a e K ; 

2) there exists a unique stationary solution x0 ('l') of Eq. (4.77), i.e., 

(4.80) 

for any continuous function f(x) uniformly with respect to a e K for any com· 

pact K cR.; 

3)for Eqs. (4.76), (4.77) conditions ofTheorem A.l4 are satisfied; 
4)for 0<e~E0 , r~O asuccessionofprocesses xc(•) isweaklycompact. 

Then for any continuous function f(x) and any 8 > 0, T < oo there can be 

found values 'l'0 < oo , E0 > 0 such that for any 'l' ~ 'l'0 , 11 ~ T, 0 < E ~Eo 

(4.81) 

If the function f(x) is sufficiently smooth then from conditions 2) - 4) of 

Theorem follows that for small e the statement ( 4.81) is equivalent to the relation 
[camp. (A.ll8)] 
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(4.82) 

Here 

(4.83) 

for all -r ~ -r0 • 

Let us formulate conditions of Theorem 4.4 in the form of requirements to co
efficients of the initial and limit equations. 

Existence conditions of a limit stationary distribution which provide a fulfill
ment of requirements 1) and 2) are shown, for instance, in [68, 129]. It is shown 
[129, Sections 4.4, 4.5] that the conditions 1) and 2) are satisfied when in some 
bounded domain U c R. 

A.l. Coefficients a(x), b(x) of the limit diffusion equation ( 4.77) satisfy the 

conditions (4.8) and the smallest eigenvalue of the diffusion matrix A= aa' is 
bounded from below by some positive number. 

A.2. There exists two-time differentiable non-negative function V (x) for which 

B(x)!S:-1 for xeR.\U 

holds, where...! is a generating operator (4.78) corresponding to the process x0 (-r). 
Considering V ( x) = (x, x), we get, in particular, that Condition A.2 is satisfied 

when for sufficiently large lxl 

Tr A(x )+ 2(x,b(x )) < -1. (4.84) 

Thus, the suggestions 1) and 2) hold true when the coefficients of the limit 
equation (4.77) satisfy Eqs. (1.8), (3.11). 

Physical meaning of Conditions A.1, A.2 was explained in [129]. Condition A. I 
means that there exists a stationary solution of the diffusion equation other than 
zero; Condition A.2 provides stability of this solution with respect to probability. 

Conditions 3), 4) are related to the disturbed system. Condition 3) is satisfied 
when the coefficients of the disturbed system meet the requirements (A) and (B) of 
Theorem A.l4. 

Conditions of weak compactness for the sequence {x,{ -r)} on an infinite inter

val are named in [179]. 
Consider firstly that s(t) is a bounded continuous on the right stationary ran-

dom process satisfying a condition of uniform strong mixing. Then the sequence 

{x • ( 'r)} is weakly compact when 

A.3. Coefficients F, G satisfy conditions of smoothness of Theorem A.l4 and 

for lxl ~ CXl , ~~ !S: K 0 
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IF(x,~~ + IG(x.~~:::: K(l + lxl). 

A.4. There exists positively determined three-times differentiable function 

V(x) suchthatfori~$:K0 , xeR. 

[vx(x)F(x.~)]x F(x.5~ $: K(I + V(x)), 

l{[v,(x)F(x.5)l F(x.5)} X u(x.~~::; K{I + ILV(x~). 
Here U = G,F; L is the operator (4.78). 

A.4'. Condition A.4 is satisfied when derivatives F,, F xx are bounded for all 

x E R. uniformly with respect to ~for ~~ $: K 0 • Then a function V (x) = (x, Px) 
can be taken instead of V ( x) , where P is a positively determined matrix. 

It can be easily proved that statements of Theorem 4.4 hold true when ~(t) is 

not a stationary process but a generalized periodic or quasi-periodic process of the 
form 

s(t)=T(t}f(t), (4.85) 

where T(t) is a matrix, components of which are bounded periodic or uniformly 

quasi-periodic processes, ¥ (t) is a bounded continuous on the right process satis

fying a condition of uniform strong mixing. 
At last, if the process 5(t) is not a stationary process but a Markov one with a 

normal distribution, then Theorem 4.4 also holds true. In this case Condition A.3 is 
replaced with a condition of a linear growth of the coefficients with respect to x 
uniformly with respect to 5 in any bounded domain, and Condition A.4 is replaced 
with Eq. (4.79). 

Let explain these conditions, stating existence conditions and estimating a 
mean-square oscillation amplitudes in a linear system. 

Let, for instance, dynamics of the system be described by Eq. ( 4.57): H(x, x) = 

2{J.i . Let reduce ( 4.57) be means of replacement ( 4.59) to the standard form 

.x• = c[,u•• (t) + ev11 (t) Jt• + c[,u12 (t) + cv12 (t) ]+ t:z1(t). 

.i2 = c[.u2• (t) + Ev2• (t) Jt• + c[.u22 (t) + ev22(t) ]+ t:z2 (t) • 

where coefficients ,u. v are calculated according to ( 4.60), ( 4.62) and 

z~ = -A.j1sj(t)sinA.}. z~ = A.j1s1(t)cosA.}. 

(4.86) 

(4.87) 

It is supposed that 5j(r). sir) are stationary and stationary-linked processes 
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with a zero mean, satisfying mentioned above conditions. And the system (4.86) 
satisfies Conditions A.3, A.4 and the conditions 3), 4) of Theorem are satisfied. 
The limit diffusion equation corresponding to the system (4.86) has the form 
[comp. (4.63)] 

(4.88) 

Here sPP (sPP )' =A PP + d , d = diag{d ii}, p = 1,2; j = l, ... , n; coefficients bpq, 

apq, APP are determined by Eqs. (4.64), (4.69), coefficients d ii are determined 

by Eq. ( 4.50). 

Obviously, the eigenvalues pi of the diffusion matrix for sufficiently small lxl 
are bounded by the values d ii, i.e., Condition A.l holds. The condition (4.84) can 

be also simply presented in terms of coefficients of Eq. (4.88). Thus, a stationary 

solution (.x~ • .x;) ofEqs. (4.88) exists, but MX~ = MX; = 0. 

A mean-square value of the oscillation amplitude Zei = R~ = (x~ r + (x~ r, 
where x~ , x~ are components of the solution vector of Eq. ( 4.86), remains a more 

informative characteristic. Building equations for coefficients Zei, it is easily seen 

that they also satisfy Conditions A.3, A.4. 

Let (R~r = (x~S +(x~s = zj. Processes zj satisfy Eq. (4.52), and the 

vector of mean-square oscillation amplitudes of the stationary solution can be 
found as a stationary solution of Eq. ( 4.53) 

M, = -2Q-1d, Mz = (MZ1 , ... ,MZ.). (4.89) 

In particular, for a system with one degree of freedom we have [comp. (4.55)] 

M - s'(A.) 
l - 2A.2 [P- s' (2A.)/ 4A.2 ]' 

(4.90) 

Correctness of the conditions of Theorem for Eq. (4.53) is easily proved. Eq. 
(4.84) coincides with the condition of asymptotic stability of the system (4.53). 
Thus, for stationary values zEi, zi an estimate 

Ml = -2Q-1d' IMZEj- MZjl ~ CE 

holds. 

(4.91) 
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4.4 
Oscillations of Vibroimpact Systems at Random 
Disturbance 

Problems of stochastic dynamics of vibroimpact systems arise in study of 
oscillations of machines with impact elements, in analysis of mechanical and 
controlled systems with clearances and limiters. In analysis of stochastic systems it 
is usually necessary to construct probability characteristics of coordinates and 
velocities of striking elements and to estimate stability of disturbed movement [ 16, 
21, 22, 47, 50, 74, 78, 97]. 

Exact relations for probability density and dispersion of coordinates and veloci
ties were obtained only for a system with symmetric limiters, excited by a white 
noise, for an elastic impact [16, 21, 22, 47, 50, 51]. In this particular case, an exact 
solution of the Fokker-Planck-Kolmogorov (FPK) equation describing the proba
bility density is constructed. For more complex systems with external excitation 
other than the white noise, a solution was constructed with the use of the method of 
statistical linearization [16], which is broadly used in applications, but does not 
allow the estimation of obtained results. 

In [ 47] asymptotic methods of investigation of stochastic vibroimpact systems, 
close to conservative ones, were developed. With the help of the method of non
smooth transformations [57] the system was reduced to the standard form, and the 
FPK equation characterizing the oscillation energy distribution was formulated. 
The main results were obtained for system with the white-noise excitation: the 
formulation of the FPK equation for another type of excitation is complicated. 

An advantage of such an approach is a principle possibility of the analysis of 
non-quasi-isochronous systems. But relations for the drift and diffusion 
coefficients for this case are very cumbersome, and it is possible to find an 
analytical solution of the FPK equation and respective moment characteristics 
practically only for a quasi-isochronous system. 

The transformation (3.108) allows the construction of statistic characteristics of 
an impact impulse. And the transformation to the standard form is easier than in 
the method of non-smooth transformations. 

Let us study in detail a quasi-isochronous system (A= 0} with one degree of 

freedom and one-sided limiter. Results can be easily generalized for systems with 
more complex structure and with two-sided limiters. 

Let dynamics of a system be described by the equation 

and by a condition of an impact against the one-sided limiter 

x =0, x+ = -(l-£2r)x_. 

(4.92) 

(4.93) 

Let s(t) be a stationary random process satisfying conditions (A) of Theorem 
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A.14, functions g1 , g2 are supposed to be sufficiently smooth with respect to x, 
x; E is a small parameter. An impact condition x = 0 means that a generating 
system is isochronous for E = 0 , its eigenfrequency is 20. 

Supposing that an excitation is close to a one-impact tc/D.- periodic one, we 

will introduce the replacement of variables (3.122) 

x = -Jx(o). x = -2Wz8 (0). o = 2n(r- 'P). (4.94) 

where z(O) is a periodic Green's function of the generating system, determined 

by the relation 

x(0)=-1-sin!, 0<8<2tc. 
20 2 

(4.95) 

The replacement (4.94), (4.95) transforms the system (4.92), (4.93) to the stan
dard form (3.123). In order to avoid singularities of the kind J -I , we will consider 

J =e'. 
In analogy with (3.123) we get 

y = -E220ro 2rc(8) + EG11 (y,8~(t)+ E2 G12 (y,8), 

Here o2"(8) is a 2tc-periodic Dirac 0-function, 

Glj = -Sne-y g Ae-y x.-2ne-y X9 )x9. 

G - 4 -y ( -y 2('"\ -y ) 
2i-- e gi e x.- ue X9 X, 

discontinuity moments t k are determined by relations 

o( r k ) = 2nk • k = o, 1, ... 

(4.96) 

(4.97) 

(4.98) 

(4.99) 

The replacement (4.94) is non-smooth, and functions G fl has discontinuities of 

the first kind with respect to 8 in points ( 4.99). Hence, the 2rc-periodic Dirac 0-
function shoutd appear in derivatives ao j/ 1 ikp = -20 ao jl 1 ao . 

Working in the same way as in Section A.6, it can be easily shown that 
Theorem A.l3 holds true when conditions (B) of Theorem A.l4 for the system 
(4.97) are satisfied only with respect toy. Estimates for discontinuous variables are 
constructed in the same way as for a deterministic case. Another transformation 
method for systems with discontinuous coefficients was proposed in [179]. The 
discontinuous coefficients were approximated by some converging sequence of 
smooth functions in a prove of respective estimates, and then a correctness of the 
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inverse transition with respect to a parameter characterizing the approximating se
quence of smooth functions was proved. 

Let us apply conclusions of Section A.6 to vibroimpact systems of the type 
(4.97). We suppose that a random disturbance s satisfies conditions (A), and co
efficients G jt satisfy conditions (B) of Theorem A.14 (with respect to slow va-

riable y). Let us analyze some particular cases. 
1) Parametric random excitation. Dynamics of a system is described by the 

equation 

(4.100) 

and by impact conditions (4.93). Here e2 1'l. is a clearance (press fit), a coordinate 
x is reduced to a zero clearance (press fit). 

Reduce the system (4.100), (4.93) to the standard form (4.97). Coefficients Gj1 

can be written in a form accounting for a direct dependence on time: 

.Y = -4E[o 2 xx,S(r) + e(2Px,- 0 21'l.e-y )x, ]- £ 2 20rS 2" (9), 

q; = -4e[oz X2S(t) + e(2Px, -021'l.e-y )x ]. 

where X= X(20(t- q> )], X, = 2nX9 , 9 = 20(t- q>). 

In analogy with (4.41) we denote 

F 1 = -4n2sls. F 2 = -m2szs. 
G1 = -4[2Ps3 -ozt.e-yx, ]. G 2 = -4[2Ps1 -021'l.e-y x]. 

where the arguments of functions X and sj are omitted, and 

S! = XX, ' Sz = X2 
• S3 = x; 

(4.101) 

(4.102) 

(4.1 03) 

for X= x[20(t -q> )], Sj = sj[20(t- q> )] • and in the interval 0 < t < T = tr/0 

1 . x(20t) = 20 smOt, 
1 

x,(20t)=-cos0t. 
2 

( 4.1 04) 

Owing to (4.103), (4.104), the functions sj(mr), j = 1,2, 3, for -oo < t < oo 

have the form 

S1 (20t) = - 1-sin 20t, Sz (20t) = ~(1- cos20t), 
80 80 
I 

s3(20t) = 8(1 + cos20t ), 

i.e., the functions sj are continuous for -oo < t < oo • 

Below it is considered that s(t) is a stationary random process with a Correia-
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tion function K s (t). 
It can be easily shown that the limit diffusion equation for y gets the form 

dy 0 =(-rr-1 -fJ+v)dr+CTdw, T=tcfD.. (4.105) 

The term rT-1 is formed by means of averaging of the T-periodic succession of 
delta functions, the coefficients v and o are calculated according to Eqs. ( 4.34) 

1604 T 0 ot; [:m(s-cp)] Q2 v=-J ds J 1 ()cp t;2 [2D.(t+ s-cp )Jxs-(t}dt =-Ks-(20.), (4.106) T 0 _ 8 

1604 T "" 0,2 
o 2 =-J ds J t;.(2n(s-cp)~.[2n(t-cp)]xs-(t-s}dt =-Ks-(20.). 

T 0 _., 8 

Here Ss-(A.) is a spectral density of the process 5(t). 

In the most cases, a mean-square value of the impulse J.L = MJ 2 is of interest. 

Denoting z = e2', we will obtain that the function z for e ~ 0 weakly converges 

to the process z0 -a solution of the diffusion equation 

dz0 =[ -2(/3+ '~)+~0.2 Ss-(:m)}0dr+2z0ruw. (4.107) 

Eq. (4.107) is obtained from (4.105) by means of the application of the Ito's 

formula (4.9) to the function z0 = exp(2y0 ). The mean-square value of the im-

pulse, respectively, MJ 2 ~ J.1.0 , where J.1.0 is the solution of the equation 

d:.o =[-2(P+ ~)+~0.2Ss(2D.)]J.Lo. (4.108) 

It follows from ( 4.1 08) that for 

(4.109) 

the regime under study is mean-square unstable; if 

(4.110) 

then the energy dissipation at the impact stabilizes the system motion. 
2) The motion of a vibroimpact system at a random-force excitation. An equa

tion of the system motion between impacts has the form 

x+D.2 x+ e 2 (2f3X +0.2!!.) = eS{t}, (4.111) 

the impact conditions (4.93) hold. Eqs. (4.111) are reduced to the standard form 
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y = -4e{e-' x,~t)+ e[2Px, +02 Ae-' )l,}- 2e20ro 2,..(9), (4.112) 

tP = -4e{e-' X~t)+e[2PX, +02Ae-' )l}, 
by the replacement (4.94), (4.95). 

Owing to ( 4.1 02), denote 

F 1 =-4e-'z,[2n(r-cp)l;(r), 

F2 = -4e-'x[m(r-cp)};(r). (4.113) 

the functions G 1 , G 2 keep the form (4.102). 
The diffusion equation for the limit process y 0 gets the form 

(4.114) 

The coefficients y, a are calculated according to Eqs. ( 4.34) 

16 T 0 

r =r-J ds J{- x,[2n(s-cp)~,[m(r+s-cp)] 
0 -~ 

+ X,"(2n(s- cp ))l[2n(t + s- q> )}K5(t )dt = -y1 + y2 , (4.115) 

16 T ~ 
a 2 = T J ds J x,[2n(s-cp )]l,[2n(r -cp )]K5(r- s)dt. 

0 -~ 

Replace z(20t) by relations 

(2Qr) = _1_+..2_ ~ cos2knt 
x nn nn{:r 1-4e • 

(4.116) 

(2nr) = _i ~ k sin 2knr 
x, n{:r 1-4e ' 

which are true for ~ < t < oo • Substituting ( 4.116) into ( 4.125), we get as a result 
of obvious transformations 

Thus, Eq. (4.114) is simplified: 

dy 0 = -({3 + rO/n )dT + ae-y• dw. 

(4.117) 

(4.118) 



www.manaraa.com

182 4 Oscillations In Systems with Random Disturbances 

If the correlation time of the process s(t) is small if compared to the oscillation 

period T = tr/0. , i.e., 

~ T 

JIK5(r)ldr"" JIK5(r)ldt, 
-T 

then, integrating the inner integral in (4.115) with integration limits -T and T and 
considering x, ( 2ru) = 1/2 cos ru , 0 < t < T , we get 

(4.119) 

Let us now return to the variable z = J 2 = e21 • The limit diffusion equation for 

the function z0 = exp(2y0 ) get the form 

(4.120) 

For a mean value 1J0 = Mz 0 we will get a linear equation 

(4.121) 

with a stationary solution 

(4.122) 

From (4.121), (4.122) follows that the energy dissipation at the impact (r > 0) 
diminishes the oscillation intensity under random excitation [ 47]. If there are no 
dissipation at the impact, r = 0 and fJ < 0 , then the stationary regime is unstable; 

if r > l/31110-1 then the one-sided limiter stabilizes the unstable linear system. 
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5 Some Problems of Optimal Control for 
Systems with Random Disturbances 

Let us now analyze some problems of optimal control for systems that function 
under uncertain conditions. One of the possible approaches to a formalization of 
this task is the use of the game theory. In such a case it is supposed that only upper 
bounds of a level of disturbances are known, and a control is constructed with 
account for the worst case [3]. The game approach can be utilized also in problems 
of the oscillation control [29, 76, 192]. 

A probability approach is found to be important for applications; here all the 
types of uncertainty are treated as random values with fixed probability or spectral 
characteristics. The search of an optimal control is then based on an extremum 
condition for an expected value of some functional, which depends on the control 
and phase trajectory. 

An information that is available to an observer at each moment is important for 
an optimal control formation. 

It is well known [31, 127] that the program control and feedback control are 
equivalent for deterministic systems, since a system state at any moment t can be 
determined from an initial state (t 0 , x( t0 )) and a control u( s, x( s)), s ~ t , used up 

to the moment t. An observation of the current state x(t) of the system does not 
provide any new information in comparison with the initial state. 

In stochastic systems, the fixed initial state determines only probable charac
teristics of the trajectory, so the optimal control essentially depends on the infor
mation which the observer has for the current moment. 

If the state of the system is completely known at the moment t, then the control 
can be constructed in the form of the feedback. In systems with random excita
tions, the program control is less effective than the feedback control, since it does 
not account for the system state at the moment of observation. At the same time, if 
the information on the system is not available or the control synthesis can not be 
formed, then the control is constructed in the form of the program. 

The principle of dynamic programming, that determines the control synthesis, 
and the stochastic maximum principle hold true for systems of a sufficiently ge
neral form [127, 175, 177]. Still, the main results were obtained for systems, 
dynamics of which is described by the Ito's equation. This can be explained by the 
fact that the dynamic programming scheme is effective only in cases when a 
guided process is the process without aftereffect. If the process is of the white
noise type, then the guided process will be a Markov one, and the dynamic-pro
gramming control can be easily formulated in the direct form. For Markov pro-



www.manaraa.com

184 5 Some Problems of Optimal Control 

cesses, other then the white noise, a solution for the system is a component of a 
partially observed process of the higher dimension. Therefore, a dimension of the 
system should be increased for a solution of synthesis problems by means of 
introduction of a space of sufficient coordinates [90, 121, 122]. An analogous 
approach which is inevitable for a strict formulation of equations of the dynamic 
programming considerably complicates a computational procedure. 

Let us note that the principle of dynamic programming leaves open the ques
tions of the control synthesis for non-Markov excitations. The stochastic maximum 
principle is free from such limitations, but the program control construction is 
reduced, as it will be shown below, to the calculation of moment characteristics of 
solutions of a system of stochastic equations. 

In Sections 4.2, 4.3 it was shown that the solution of the equation with wide
band random excitations converges under certain conditions to the solution of the 
averaged system of Ito's equations. According to the definition of the weak con
vergence, the closeness of expected values for functional on trajectories of the 
initial and averaged systems is provided. It is naturally to suppose that the close
ness of mean values of the functionals determines the closeness of optimal controls 
providing extremum of the functional. The correctness of this suggestion is proved 
below. It is shown that a solution of the optimal problem is reduced to known 
optimization algorithms of a functional on trajectories of the limit control system. 

In Section 5.1, an algorithm of the program control construction in disturbed 
systems is given, and the stochastic maximum principle is discussed. 

In Section 5.2, problems of the control synthesis in systems with random dis
turbances, other then the white noise, or, generally speaking, of Markov processes 
are studied. The main result is a construction of a quasi-optimal control 
corresponding to a the limit system. Control problems for a stationary motion are 
given in Section 5.3. 

5.1 
Program Control in Systems with Random Disturbances 

The program control and feedback control are equivalent in deterministic systems, 
therefore there is no necessity for division of treatment methods for these two 
types of the control. In stochastic systems, in contrast, the program control 
depends not on the system state but on some moment characteristics, and thus is 
less effective. 

At the same time, an observer does not always have a complete information 
about the system. If the system state is inaccessible for a measurement, or the 
feedback realization is complicated, then the control should be a deterministic 
function of time. Necessary optimality conditions, analogous to the maximum 
principle of L.S. Pontryagin, serve for a choice of the optimal control. 

There exist various formulations for the stochastic maximum principle, con
cerning mainly the optimal control construction in systems described by the Ito's 
equations. 
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A comparison and discussion of various approaches are given in [144, 149, 150, 
165-167, 177, 195, 200]. 

General conditions of the stochastic maximum principle based on the abstract 
theory of the optimal control [139] are obtained in [52, 138] (see Appendix, Sec
tion A.5). For a deterministic case they are reduced to the known equations of the 
maximum principle. 

5.1.1 
Necessary Conditions for Optimal Program Control in Stochastic 
Systems 

We will study below only one program control problem, namely, the Bolza prob
lem. Let us give the necessary conditions of optimality for this problem. 

Let dynamics of a system be described by the equation 

x=f(t,x,u,S{t)), x(to)=xo. (5.1) 

Here x E R. is a vector of phase variables, 5(t) E R1 is a vector of random dis

turbances, u E U c Rm is a vector of guiding excitations. A deterministic piece

wise continuous control u(t) minimizing the functional 

(5.2) 

on the trajectories of the system (5.1) should be found. Here x(t) = X '•·x• (t), t 1 is 

a fixed moment of the process end. It is supposed that rp and F satisfy the 
conditions of Section A.5. 

The control u(t) is considered to be admissible (as in deterministic systems) if 

there exists a unique solution of the system (5.1) for u = u(t), and the functional 

(5.2) is determined. 
In analogy with the deterministic case, we will introduce a Hamiltonian 

H = -rp(t,x,u)+(p,J(t,x,u,5(t))), 

where a Lagrange multiplier p satisfies the equation 

jJ = -Hx(t,x,u,p), 

and the boundary condition 

p(t 1 )= -F.(x(t 1 )) . 

(5.3) 

(5.4) 

(5.5) 

An optimal control u. (t) is determined by the stochastic maximum principle 

[52, 138] 
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u. = arg max MH(t,x,u,p). 
uaJ 

(5.6) 

If the domain U is not bounded, then the equation for the determination of u. gets 

the form 

MH.(t,x,u,p)= 0. (5.7) 

Eqs. (5.4), (5.7) are the stochastic analog of the Euler-Lagrange equations; Eq. 
(5.6) is a necessary condition for the functional extremum. 

If the values of functions of phase coordinates at the moment of the process end 

vr(r f ,x(t f))= 0 ( vr E Rq) are given, then the function x(t) should satisfy two 

boundary conditions, for t = t 0 and t = t 1 , and there are no boundary conditions 

in Eq. (5.5). If the problem of the optimal high-speed action is being solved, i.e., 
the moment t 1 is not fixed, then additional relations 

(5.8) 

are added to Eqs. (5.6), (5.7). 
The high-spedd action problem can be treated in terms of the theory of sto

chastic differential equations as the minimization problem for the expected value 
of the time of reaching the given point. 

If Eq. (5.1) has a linear dependence on the control u, and the functional has a 
quadratic dependence 

f = [ 1 (t,x,S(t )) + d(t )u, q> = q>1 (t,x )+ u'r(t )u, 

where r > 0 is a symmetric matrix of the dimension m x m , then 

H = -[q>1 (t,x) + u'r(t }u ]+ (p.f1 (t, x(t)) )+ d(t )u, 

and the system (5.6) is reduced to the form 

p = -q>1)t,x)- t.:(r,x,£(t))p 

(the prime denotes transpose), and from the condition (5.8) we get 

I -u(t) = -- r 1 (t )d'(t )Mp(t), 
2 

(5.9) 

(5.10) 

(5.11) 

and the problem is reduced to the calculation of the expected value of the adjoint 

variable p(t). 
For a linear system 

x = A(t)x+d(t)u+B(t};(t), x(t0 )= a, (5.12) 

with a quadratic quality criterion 
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this problem is solved analytically. Here A, B, d are deterministic matrices of 
dimensions n x n , n x l, n x m, respectively, r1 ~ 0, r2 > 0 are symmetric ma-

trices of dimensions n x n and m x m, respectively. 
Substituting (5.11) into (5.12) and accounting for (5.1 0), (5.13), we get 

x = A(t )x + D(t )Mp + B(t X'(t), x(t0 ) = a , 

where 

I -D(t)=-d(th 1(t)d'(t). 
2 

(5.14) 

The system (5.14) is transformed to a deterministic system of equations for ex
pected values mx = Mx , mP = Mp: 

mx = A(t )mx + D(t )mP + B(t )m, (t), 

mP = -A'(t)mP + 2r1 (t)mx, 

mx(t0 )=a, mP(t1 )=-2r3mx(t1 ). 

Here m, = M!;(t). Searching for a solution of the system (5.15) in the form 

mP = -R(t )mx + Q(t), 

(5.15) 

(5.16) 

we get the known result [69]: a symmetric positively determined matrix R and 
vector Q satisfy equations: 

R = -2r1 - A'R- RA+ RDR, 

R(t 1 ) = -2r3 , 

and also 

In its turn, the control (5.11) has the form 

I 
u(t) = -lr2- 1 (t)d'(t )[R(t )mx(t)- Q(t)], 

mx =[A(t)-B(t)R(t)}n, +B(t)m,(t), mx{t0 )=a, 

(5.17) 

(5.18) 

(5.19) 

(5.20) 

(an analogous result is obtained in [80] for systems with a white-noise excitation 
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form,= 0 ). 

Thus, the control u(t) controls not the trajectory x(t) but the expected value 

mx(t). 

5.1.2 
Program Control for Systems with Wide-Band Disturbances 

In the above considerations, specific features of stochastic systems were incon
siderable: the equations of the stochastic maximum principle (as well as a proof 
methods) are entirely adequate to respective relations in the deterministic case. In 
particular, the solution of the problem (5.12), (5.13) needs only a calculation of an 
expected value of the random excitation. But already in a slightly more general 
situation, when the system is still linear, but the components of the matrix A(t) are 

random processes, an analytical determination of the expected value mP and of the 

control (5.11) is a hard-solvable problem which need the use of approximate 
methods. 

The first of the possible methods is an approximate solution of the equations of 
the maximum principle. Such an approach is used, for instance, in [64, 80, 104, 
170] for an optimal control construction for systems with a small excitation of the 
white-noise form. The control is searched in a form of the small-parameter ex
pansion; a solution of the deterministic problem is used as a generating solution. 

The second way is more suitable for an analysis of systems with a weak control, 
studied in Chapter 3. In this case the system motion is close to free oscillations, 
and excitations and the control are of the same order of magnitude. Here the 
generating system is uncontrollable, i.e., a solution of the generating problem does 
not determine the control. 

A decomposition approach, analogous to a partial averaging, is an effective 
method for solution of control problems of systems with a weak control. 

Let the motion equations be reduced to the standard form 

x = f(t,x,u,S(t),e) (5.21) 

by means of known transformations, e being a small parameter. Considering the 
control and excitations to be of the same order of smallness, let reduce (5.21) to 
the form 

~; =£-1 !1 (r/e2 ,x,.~)+(g(T/e 2 ,x,,u)+!2 (r/e 2 ,x,)], x,(O)=a, (5.22) 

where g is a deterministic function, Mf1 (t,.,£) = 0, x, = x( r/ E 2 ), £, = s( .j E 2 ). 

As was shown in Section 4.2, the effect of random excitations in the systems of 
such type becomes apparent for a time interval ""e-2 , thus a deterministic control 
in the function g has an order of magnitude 1. 
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It is considered that the solution of the system (5.22) weakly converges to some 
diffusion process for all admissible controls. In this case the solution process is 
divided into two steps: a disturbed system is replaced by the limit diffusion 
equation, and the optimal control is constructed on trajectories of the limit system. 

Let us now substantiate the proposed procedure [77]. 
Let the following conditions be satisfied: 
I) functions f 1 , f 2 satisfy the conditions of smoothness, growth and mixing of 

Theorem A.14; 

2) a function g(t, x, u(t)} satisfies the conditions of Theorem A.l4 for all ad-

missible controls u{t); 
3) limits 

(5.23) 

1 T+t0 T 

a.il<(x)= lim- J dtJMJ.j(t,x,~t)}f,k(s,x,S(s)}ds, 
T-+~T 

lo I 

(5.24) 

A={ajk}• j,k=1, ... ,n, 

1 T+lo 

b2(x) =lim- jf2 (t,x';ix. 
T-+~T 

'• 
(5.25) 

exist in the domain determined by Theorem A.14. 
Theorem 5.1. Let conditions 1) - 3) be satisfied. Then for all admissible con

trols u(t) the solution x, ('r) of Eq. (5.22) weakly converges to the solution 

x0, ( •) of the stochastic differential equation 

dx0, = [b{x0, )+ g(</e2 ,x0,,U*t"+ a(x0, )dw, 
x0,(0) =a 

for e ~ 0 for any finite interval 0 ~ • ~ <1 , <1 = e 2 t 1 . 

Here b=b1 +b2 , aa' =A. 

This conclusion follows directly from Comment 3 to Theorem A.14. 

(5.26) 

Let us show that the disturbed system (5.22) can be replaced by the limit sto
chastic system (5.26) in the solution of an optimal control problem. 

Let us find the program control u.(t) minimizing the functional 

on trajectories of the system (5.22) under the condition u eU, i.e. 

u. = argmin<l>,(u~u eU. 

(5.27) 

(5.28) 
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Let U, be a set of admissible controls of the system (5.22), U 0, is a set of 

admissible controls of the system (5.26). Let, further, the control u0, minimize the 

functional <1>0 , (u) on trajectories of the system (5.26) 

(5.29) 

Theorem 5.2. Let the conditions of Theorem 5.1 hold, and the controls u •• 

u0,, determined by relations (5.22), (5.26), exist and belong simultaneously to 

domains of admissible controls of both systems. Then the estimate 

0 ~ <I>, ( U0,)- <I>, ( u.) ~ Ce, e ~ 0 

holds true. 
Here and below C are constants, independent of e. 

(5.30) 

The proof of Theorem 1.2 following from the weak convergence of the solution 
of the system (5.22) to the diffusion process (5.26) is given in Section A.2. 

Let us formulate optimality conditions for a program control in the system 
(5.26). 

There exist various formulations of the stochastic maximum principle in mini
mization problems for functionals with constraints in the form of Ito's stochastic 
differential equations [144, 150, 169-171]. The linkage between different maxi
mum conditions is discussed, for instance, in [195, 200]. 

The form of stochastic maximum principle suggested in [ 173, 195] is the most 
suitable for applications. In [195] the approach of McShane [186] to stochastic 
integration is given; the stochastic maximum principle being then a limit case. 

Let a system dynamics be described by the equation 

dx=b(t,x,u)dt+a(t,x)dw, x(t0 )=a ER •• (5.31) 

a control u(t} = U E Rm is determined by the minimum condition of the functional 

<D(u) = M[ F(x(t 1 ))+ [ ~(t,x,u)dr] (5.32) 

on trajectories of the system (5.31). 
Suppose that the functions b, a, q>, F are continuous and continuously dif-

ferentiable, and for all x(t} E R. , t E [t0 ,t 1 ] satisfy conditions 

1) !a(t,x ~ ~ C(l + lxl), ia(t,x )- a(t, y ~ ~ cjx- Yl; 
2) lb(t,x,u)- b(t, y, v ~ ~ c(lx- Yl +lu- vi). lb(t,x,u~ ~ c(I +lxl+ I~); 
3) jcp(t,x,u~ ~ c(1 +lxl 2 +1~ 2 ), lfl'x(t,x,u~ ~ c(t+lxl+l~ 2 ); 

4) !Fx(x~~C(l+lxl) 
for all admissible controls. 
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Let us introduce an adjoint system 

n 

dp=-b;(t,x,u)pdt- :Lcr:(t,x)pdwk +<px(t,x,u)dt, 
k=l 

where crk is the k-th column of the matrix cr, so 

(cr:)ii =iJcr;kfd.xi • 

wk is a one-dimensional Wiener process, and determine the function 

H = -<p(t,x,u)+(p,b(t,x,u)). 

(5.33) 

(5.34) 

(5.35) 

Theorem 5.3 [ 173]. Let the assumptions I) - 4) hold and u e U , x be a 
trajectory [solution ofEq. (5.31 )], p be a respective Lagrange multiplier [solution 
ofEq. (5.33)]. If the control u. minimizes the functional <b(u) on trajectories of 

the system (5.31), x. is a respective trajectory, i.e., <b(u.) ~ <b(u), then 

u. = argmax MH(t,x,u,p). 
ufi.J 

(5.36) 

holds true. 
Theorem 5 .3 can be treated as a particular case of the stochastic maximum 

principle (Section A.5) for systems described by Eqs. (5.30). A detailed deduction 
of Theorem 5.3 is in [177], some examples are also given there. 

It follows form (5.35), (5.36) together with (5.11) that an optimal program 
control u(t) depends on the expected value Mp(t). This problem can be easily 

solved analytically if the system (5.31) is linear, and the quality criterion is linear 
or quadratic. At the same time, a solution of equations of the stochastic maximum 
principle for the initial disturbed system is linked with considerable hardships even 
for a linear case. Thus, a replacement of the disturbed system with the limit one 
simplifies a computational procedure. 

Note that conditions 1) and 2) of Theorem imposes constraints to continuity and 
the growth character of coefficients of the limit system. Below we will analyze 
examples, for which these conditions are satisfied. 

5.1.3 
Periodic Control of Parametric Disturbances of Linear Systems 

The system dynamics is described by the equation 

z +[A+ eS(t)]z + 2e2Pz = e2Gu, (5.37) 

z(t0 )=a1 , z(to)=a2 • 

Here zeRn, ueRm, A=A2 , A=diag{A,, ... ,.ilJ, S(t)={~i(t)} isamatrixof 
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random disturbances, {3 is a matrix of dissipation coefficients (without the loss of 

generality it can be considered that {3 = diag{fJ .ii} ), G = { g ii} is a constant matrix 

of amplification coefficients of respective dimension. Components ~ ( t) of the 

matrix E(t) are supposed to be stationary and stationary connected random 

processes satisfying the conditions of Theorem A.l4. 
If there are no random disturbances, then free oscillations of the system die on 

the interval t 1 = o( e -2 ) • In Section 4.2 it is shown that random disturbances can 

lead to instability if spectral densities S~ ( .Ai ± A.k) of disturbances 5i (t) are suf

ficiently large (the stochastic analog of the main parametric resonance). In this 
case the aim of the control is to counteract the oscillation development. Obviously, 
the program control can not stabilize the system. At the same time, if the mean 
work of the guiding excitation is negative, i.e., the control has a direction opposite 
to the movement, then the oscillation intensity can be diminished. 

There exist many criteria characterizing dynamic properties of the system. If 
R i is an oscillation amplitude for the j-th main coordinate, then the value 

(5.38) 

characterizes a measure of the deviation of the system from the zero state at the 
moment t. The integral 

,, 
M f R'(t)TjR(t)dt, 

0 

where r1 is a non-negative matrix, is a measure of the total deviation of the system 

from the rest on the interval [ 0, t 1 ] • 

If it is necessary to provide a maximal closeness of the terminal state z(t 1 ) to a 

zero one then a term MR(t 1 hR'(t 1 ) is added to the integral criterion. 

In order to account for the boundedness of the input variable, let us introduce 
the following quality criterion 

4>, (u) = M { e' [1 R'(t )>-, R(t )+ u'(t )>-,u(t) }lt + R'(t 1 Y,R( t 1 ) } , (5.39) 

where r2 > 0 . Below it is considered that r1 , r2 , r3 are diagonal matrices of 

respective dimensions. 
An introduction of the small parameter £ 2 before the integral means that the 

functional is finite, 0( 1) , over the intervals t 1 'be e -2 ( comp. Section 3.1 ). 

Let us construct the program control u(t) minimizing the criterion (5.39) on 
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trajectories of the system (5.37). Following the procedure of Section 1.2, let us 
reduce (5.37) to the standard form. In order to keep the linearity of the system, let 
us use the replacement of variables ( 4.59): 

z = Fc(t }x1 + F,(t }x 2 , 

z = -AF,(t)x 1 + AFc(t)x 2 , 

Fc(t) = diag{cosA./}, 

Fs(t)=diag{sinA./}. j=1, ... ,n, 

and reduce (5.37) to the form 

2 

.. e = e2Ju*'(t)+evki(t)}' +e2d*(t)u(t), k = 1, 2, 
i=l 

(5.40) 

(5.41) 

where components of matrices of coefficients Ilk' , vk' are determined by Eqs. 

(4.60)- (4.62), and 

d1(t)=-AFs(t)G, d 2 (t)=-AFc(t}G. (5.42) 

Accounting for (5.38), re-write (5.39) in the form 

<!> ,(u) = M l [ (x' )' ,,x' + (x' )' ,,x' L, 
+E'[[(x')' ,,x' +(x')' ,,x' +u',,u l}dr. (5.43) 

Obviously, by means of the replacement 

Zn+i =e 2 (R'r1R+u'r2u), z.+1(0)=0, 

where the function R is determined by Eq. (5.38), the Bolza problem can be re
duced to the Mayer problem with functionals of the type (5.27). Hence, Theorem 
5.2 can be applied to the system (5.41 ), (5.43). 

With a transition form (5.41) to the limit diffusion system, owing to (4.63), we 
get 

dx<~c =[tbkix~, -f3x;, +dk(r/e2 )u]dr+akkx~,dwk, k = 1, 2, (5.44) 

x~, = a 1 , x~, = A-1a 2 ; 
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components of the matrices b'; are expressed by Eqs. ( 4.69) 

b11 = b22 = diag{y j}, b21 = -b12 = diag{K i}, j =I, ... , n. (5.45) 

The quasi-optimal control u0, ( r) minimizing the functional (5.43) on trajec

tories of the system (5.44), can be found from the condition 

~MH=O au . 
where, owing to (5.35), (5.43), (5.44), 

2 I 2 I 

H =-2:(x~,) r1 X~2 - u'r2u+ L(P') [b';x~,- /1x~, + d•(rje2 )u], (5.46) 
~ ~~ 

i.e., 

(5.47) 

Here p• are solutions to the adjoint system, corresponding to (5.44); owing to 

(5.32), (5.44) 

(5.48) 

dp2 = [-(bl2 PI- {3p2 +b22 p2 )+21jx~, ~r-a22 p2dw2' 

pk(r1 )=-2r3x~,(r1 ). r1 =£2 t 1 , k=l,2. 

Thus, the problem is reduced to the calculation of expected values of the system 
(5.48); since the systems (5.44) and (5.48) are connected, it is necessary to exam
ine the system of 4n equations. Denote 

q~,(r) = Mx~,(r), ~,(r)= Mp', k =I, 2. 

Owing to the linearity of the system (5.48), it is possible to obtain the closed 

system for determination of the moments q0, , rr~o, 

(5.49) 

dm~, 2 ;,; • • 
--=-Lb mo, + f3moc + 2rlqo, • 

dr ;~I 

q~,(O)=a 1 , q~,(O)=A-1 a 2 , ~,(r1 )=-2r3q~,(r1 ). (5.50) 

D';( rje2) = ..!_d, ( rj £2 h-1d; ( rj £2). 
2 

(5.51) 



www.manaraa.com

5.1 Program Control in Systems with Random Disturbances 195 

The solution of the system (5.49) can be simplified. Suppose that there exist limits 

(5.52) 

continuously with respect to 10 ~ 0. 

Then it follows from Theorem A.5 that a solution of the non-stationary system 
(5.48) can be approximated by the solution of the system with constant coefficients 

dm:, 2 iki k k --=-Lb mo+f3mo+2r,qo 
d-r i=l 

(5.53) 

with boundary conditions analogous to (5.50). Here, owing to (5.42), (5.51 ), (5.52) 

D62 = D~' = 0, D0 = n;: = diag{ow.,o.}, k =I, 2, 

1 m 2 

of,= n? L(gpl) 'z~ 1 , p =I, ... , n. 
p 1=1 

Here the estimate 

lm~,(• )- m~ (• ~ ~ C1e 2 , 

holds true for all 0 ~ -r ~ -r 1 . Hence, replacing the control (5.47) with the expres

sion 

(5.54) 

we get 

IUo,(•)-uo(•)l ~ Czez. (5.55) 

Using the last estimate and the statement of Theorem 5.2, it is easy to show that 
the control u0 ( T, e) is also quasi-optimal with respect to the initial system. 

Thus, Eq. (5.54) together with Eqs. (5.53) determines the quasi-optimal control. 
In particular, for the system with one degree of freedom 

z+[.A.? +eS(t)}+2e2/lz=e2u, 

(5.56) 

and the functional 
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,, 
<I> _{u) = Mt: 2 f[ z2 +A. -2 z2 + ru2 }tt 

0 

we get the following expression for the quasi-optimal control: 

u0 (r,t:) = - 1-[- m~( r)sin At+ m~ ( r)cosA.t], r = t: 2 t , 
2rA. 

where parameters m~ , m~ satisfy the system of equations 

dmb/dr = -(r- f3)m~ +KJn~ + 2qb, 

d~ /dr = -(r- f3)m~ - KJn~ + 2q~, 

dq~jdr = (r- f3)q~ -Kq~ + mb/2rA.2 , 

dq~ / dr = (r- f3)q~ + KlJb + m; /2rA.2 , 

with boundary conditions 

q~(O)=al' q~(O)=A.-1 a 2 , mb(O)=m6(0)=0. 

Coefficients y, K are determined by Eq. (5.45). 

(5.57) 

(5.58) 

(5.59) 

(5.60) 

In order to simplify computations, let us suppose that the mixing time of the 
process s(t) is sufficiently smaller than the period of free oscillations of the sys

tem. Then it is possible to consider K = 0 [see comments to Eqs. (4.70)- (4.72)], 
and the system can be divided into two independent sub-systems 

dq~ /dr = (r- f3)q~ + m~ /2rA.2 , 

dm~ jdr = -(y- f3)m~ + 2q~ 

with respective initial conditions. From (5.60), (5.61) we have 

mk ( q) = C k sinh v( r - r 1 ) , 

where 

v2 = (r- /3)2 + (r?.2 f', 
C, = 2a,[vcosh T1 - (y- fJ)], C2 = 2a2A-1 [vcosh r 1 - (y- f3)]. 

Substituting (5.62), (5.63) into (5.58), we get 

(5.61) 

(5.62) 

(5.63) 

u0 ( r,t:) = r- 1 ;.-2[vcosh r1 - (y- f3) ]sinh v( r- r1 )[-a, sin At+ a2 A-1 cos At]. 
T = £ 2 t . (5.64) 
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5.2 
The Method of Dynamic Programming for Optimal Control 
Synthesis for Disturbed Systems 

In Section 5.1 it was shown that in the absence of information about the behavior 
of the system at each moment of time t, a control can be formed as a function of 
time. A program control and feedback control for deterministic systems lead to the 
same result: the control can not provide the smaller value of the criterion than 
under the program control. It is linked with the following. The program control 
depends on the initial state of the system at moment t0 and, knowing this initial 

state and the control, being used up to the moment t, the current state of the system 
at the moment t can be uniquely determined. Thus, an observation of the current 
state of a deterministic system does not provide any new information in 
comparison with the knowledge of the initial state. As a matter of fact, owing to 
the solution uniqueness for a given initial condition, the input control excitation is 
the same at each moment of time, the program control is being chosen before, and 
the control synthesis is successively realized. 

Two sufficiently different approaches- the control synthesis and the program 
control -are entirely equivalent in the case of deterministic systems. 

In an optimization problem for a stochastic system, these methods being prin
cipally different from the physical point of view result in different variants of the 
control problem. The program control, as a matter of fact, controls only a mean 
value of an unknown solution (it is especially obvious in an example of a linear 
system), while the feedback control directly controls the values of the state vector 
and gives a lower value of the quality criterion. A strict linkage of solutions of 
these two problems for guided diffusion processes is shown, for instance, in [200]. 

A problem of the optimal control synthesis is analyzed below on a basis of the 
dynamic programming method. 

The method of dynamic programming suggested by R. Bellman provides a 
method of the control synthesis for Markov processes, i.e., for a case when the 
future of the system is entirely determined by current values of phase variables. 

In Section 4.1. it was shown that continuous Markov processes are described by 
stochastic differential equations of the form 

d.x = b(t,x)dt+a(t,x)dw, x(t0 ) =a, (5.65) 

where x(t) is a n-dimensional vector of phase variables, w is a standard /-di

mensional Wiener process, b, a are a drift vector and a diffusion matrix of re
spective dimensions. 

Let 

b=b(t,x,u), a=a(t,x,u), 
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and control be realized only on the class of Markov controls, i.e., it depends only 

on the current state x(t) of the system at the moment t 

u=u(t,x). (5.66) 

Then 

dx = b"(t,x)dt+a"(t,x)dw, x(t0 ) =a, 
(5.67) 

b" = b(t,x,u(t,x)), a"= a(t,x,u(t,x)), 

and the Markov process X ,,,a = x(t) is realized in the guided system. 

If the system dynamics is described by the equation 

i = f(t,x,£(r))+ g(t,x,u), (5.68) 

and process components s(t) are different from the white noise, then the problem 

can be solved in terms of the dynamic programming only when a new expanded 

vector of variables X(t) can be constructed, such that the phase vector x(t) is 

entirely determined by the components of the expanded vector, and the process 

X(t) is a Markov one. Such variables X(t) were called 'sufficient coordinates' 

in [ 121 ]. 
In the simplest case when s(t) is a stationary random process with fractional

rational spectral density, treated as a result of action of a linear filter on the white 
noise, the motion equation (5.68) is supplemented by the liner filter equation, and 
the dynamic programming equation is written for a new expanded system [8, 90, 
136]. Some methods of construction of sufficient coordinates and of Bellman's 
equation for more complicated cases are given in [ 136]. 

It can be naturally supposed that the solution of an optimal problem should be 
close to the Bellman's equation of some limit system when the excitation con
verges (in some sense) to the process of the white-noise type. This fact is proved 
in [ 168, 176, 182] for excitations which are of the Markov-chains type and which 
weakly converge to a continuous diffusion process. It will be shown further that 
this result holds true for a class of weakly controlled systems with a wide-band 
excitation. 

Section 5.2 consists of two parts. At the beginning, a formal construction of the 
dynamic programming equation for controlled Markov processes is given. Then 
the control problems for oscillatory systems with excitations different from the 
white noise are examined. The general approach is analogous to the one developed 
in Section 5.1: it is proved that for any admissible control the disturbed process 
converges to a diffusion one, and the optimal control on the trajectories of the limit 
diffusion system should be found. 
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5.2.1 
Equations of Dynamic Programming 

Let us give a formal construction of the equation of dynamic programming which 
determines the optimal control synthesis. Neither strict formulation for conditions 
under which the equation holds true nor its proof will be given. A strict mathe
matical statement of the dynamic programming method can be found, for instance, 
in [94, 127]. 

Let us choose once more the Bolza criterion (5.30) as a minimizing one. Since 
the system's behavior is entirely determined by its initial state, then the Bolza 
criterion can be written in the form 

(5.69) 

where Ms.x is a conditional expected value [see (4.13)]; x(s) = x. Then the 

functional of the type (5.32) 

(5.70) 

determined on the trajectories of the system (5.66) for initial conditions x(t0 ) =a 
can be treated as 

(5.71) 

Let u, be some optimal control, i.e., 

J(s,x,u,) = minJ(s,x,u), 
ua.J 

(5.72) 

and for u. = u(s,x) 

J(s,x,u.)=V(s,x). (5.73) 

In order to obtain formally an equation for the function V(s,x), let us fix the 

control u, and write the differentiation relation (4.1 0) for the function V (r,x(t )) . 
Then 

I 

V(s,x)= -M,.x f{vz +L'V )dz+ M,y(r,x(t)) (5.74) 

for s < t $ t 1 . Here Vz = JV(z,x )jaz and 
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L' = b- +-TrA"-( o) I o2 

' dx 2 dx 2 
(5.75) 

I 

where A" =a"(a"). The integral function is calculated in the point (z,x(z)), 

where x(z)= xs·x(z). 
On the other hand, suppose that an observer uses some control u at s ~ z ~ t , 

and the optimal control u. for z > t , i.e., 

ju(z,x(z)).z ~ t, 

u1 = u.(z.x(z)).z > t. 

Then the value of the criterion l(s,x,u1 ) should not be smaller than V(s,x). In 

other words, owing to (5.69), Eq. (5.76) can be written as 

I 

J(s,x, u) = M,.x I q>( z.x(z), u( z.x(z)) }dz + M,.J(t,x(t ),u.), 

and 

v(s.x)~ l(s,x,ul ). v(t,x(t))= l(t,x(t),u.). (5.76) 

i.e., 

I 

V(s.x) ~ M s.x I(/)( z,x(z),u(z,x(z)) )dz + M s.J(t,x(t ),u.). (5.77) 

An equality in (5.77) holds true if the optimal control u = u. is used over the 

interval [s,t]. Subtracting (5.74) from (5.77), dividing it with t-s and taking the 

limit for t ~ s+ , we get 

V, (s,x )+ L'V(s,x )+ q>(s,x,u) ~ 0, 

and it is an equality when u = u •. So, the dynamic programming equation 

min[v, (s,x) + .e"V (s,x )+ <p(s,x,u)] = 0. 
uEl! 

is formally obtained for the function V ( s, x) . 
The boundary condition 

(5.78) 

(5.79) 

(5.80) 

follows directly from the definition of the function V(s,x). Here .e" is a generat

ing differentiation operator (5.75) of the controlled Markov process (5.66). 
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The minimum value of the optimality criterion (5.70) corresponds to the solu
tion V(s,x) ofEqs. (5.79), (5.80). Owing to (5.70)- (5.73), 

,, 
v(to,a) = ~~ M I rp(t,x,u)dt+ F(x(r f)). (5.81) 

,, 

Let us give the form of Bellman's equation for some optimal control problems. 
In the problem of an optimal high-speed action, the moment 't'u of reaching for 

the first time of the boundary r of some set Q by the trajectory of the system 
(5.66), i.e., 

~=~ ~~ 

for the constraint u eU or, in more general case, 

'· 
ci>(u) = M I rp(t,x,u)dt. (5.83) 

Suppose that x(t0 ) e R. \Q. Then the dynamic programming equation is 

analogous to (5.79) 

~~[v,(s,x)+ L'V(s,x)+rp(s,x,u)]= 0 (5.84) 

for x e R. \ Q , and boundary conditions have the form 

V(s,x)= 0, X er (5.85) 

(if the process begins on the set r then the time of high-speed actions is obviously 
equal zero). 

The strict substantiation of the optimality principle, of correctness of the Bell
man's differential equation, of the solvability of the synthesis problem (i.e., the 
existence and uniqueness of the solution of Eq. (5.67) for a found optimal solu
tion) wander off from the theme of this work. A correct mathematical theory of 
guided diffusion processes can be found, for instance, in [94, 127]. It is proved, in 
particular, that the optimal control is determined by the Eqs. (5.79), (5.80) [or 
(5.84), (5.85)] if the solution V(s,x) exists, and the function V(s,x) is two times 

continuously differentiable with respect to x and one time with respect to s within 
the domain and is continuous on its boundary. At the same time, the optimal con
trol exists and is determined by the dynamic programming equation also in the 
cases when the function V ( s, x) is not sufficiently smooth. Below it is supposed 

that the solution of the synthesis problem exists and is determined by the solution 
of the dynamic programming equation. 

An exact solution of the Bellman's equation can be obtained only for some 
particular cases. At the present time, a technique of the method of small distur-
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bances is developed for the approximate solution of Bellman's equations with 
small diffusion coefficients, with weak non-linearities, etc. [90, 136, 145, 176]. 
But all these results concern only systems of the type (5.67) or systems, reducible 
to them. 

Control problems with a wide-band excitation, which is different, generally 
speaking, from the white noise, are examined below. The problem of the optimal 
control existence for such systems is not discussed. If the disturbance is a compo
nent of the Markov process then this problem can be solved by means of the phase 
space expansion and by the 'supplement' of the motion equations up to the Ito's 
system of equations [90, 122]. If the disturbance is bounded with probability 1, 
then the existence problem can be solved in the same way as for a deterministic 
case. 

Below it is always supposed that an optimal control in the disturbed system and 
in the system constructed by means of the diffusion approximation exists. 

5.2.2 
Optimal Control for Systems with Wide-Band Random Disturbances 
[79] 

Let dynamics of an oscillatory system be described by the equation 

z + Az +EF'1 (r,z,z.~t))+ e2 F2 (t,z,z) = e2G(t,z.z,u), 
z(O) = al' z(O) = a 2 , 

(5.86) 

where zeR •• A=diag{A;, ... ,A.!}. ueUcRm,vectors F1 , F2 reflectaneffect 

of additional non-linear non-conservative and disturbing factors, s e R, is a ran

dom process. 
An introduction of a small parameter e in the system (5.86) is caused by the 

same reasons as in deterministic systems. 
It is supposed that the movement is close to free oscillations for bounded time 

intervals, and that the effect of disturbances and control is observed for time in-

tervals o(e-2 ). Such an approach is justified, in particular, if the random distur-

bances cause instability of the system and the control is aimed on the minimization 
of deviations from the equilibrium state. 

Another problem can be also examined: a system moves in a weak force field, 

and weak controls form the movement for time intervals o(e-2 ). This problem 

was studied in detail in [134] for a deterministic case; here the same model is 
examined but with an account for random disturbances. 

Independent of the physical concretization, suppose that a moment of the proc
ess end t 1 is fixed, and let us limit our considerations by the Mayer problem. 

Let us reduce the system (5.86) to the standard form in order to use the diffu
sion approximation. For this purpose, introduce a replacement (4.39) 
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(5.87) 

Then the system (5.76) gets the fonn 

i =if, (t, x,S(t )) + e2 (g(t,x,u )+ / 2 (t,x )] . (5.88) 

Here x = (y,cp) is a generalized vector of slow variables, functions / 1 , / 2 , g are 

obtained by respective transformations of the vectors F1 , F2 , G (see Section 4.1). 
It can be easily proved that the vector g would directly depend on the fast time t 
even for G = G(u). 

A measurable function u(t, x) will be named an admissible control if there 

exists a unique solution of Eq. (5.88) for all u = u(t,x) and u EU . 

It is supposed that the functions f 1 , / 2 satisfy the conditions of smoothness, 

growth and mixing of Theorem A.l4, and that the function g(r,x,u(t,x)) also 
satisfies conditions of Theorem A.l4 for all admissible controls. 

An approximated solution of the optimal control problem is constructed in the 
same way as in Section 5.1. 

Introducing a new variable r=e2 t and with x, =x(r/e2 ), s, =s(r/e2 ), re

write (5.88) in the form 

(5.89) 

Let u = u(t ,x) be some admissible control for which conditions implied on the 

function g(t,x,u(t,x)) are fulfilled. Then the solution x,(t) ofEq. (5.89) weakly 

converges to the solution x0,(t) of the Ito's equation 

(5.90) 

for e ~ 0, 0 :5: r :5: r 1 . Coefficients b, a are calculated with the help of Eqs. 
(5.23)- (5-26). 

Let us construct an approximately optimal control synthesis under the conside
ration that the quality criterion depends only on the slow variables. Let us at first 

study the Mayer problem with the functional <P,(u)= MF{x(r1 )); t1 =e-2 r1 , 

r 1 =0(1). 

Let u.(t,x) be an optimal control minimizing the functional MF(x,(t1 )) on 

trajectories of the initial system (5.89), u0,(r,x) is a control minimizing the same 
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functional MF(xaE(t 1)) on trajectories of the system (5.90). Then, using the same 

way as in Section 5.1, it can be shown that 

(5.91) 

Here and below C, Ci, care constant values independent of e. 
The dynamic programming equation determining the control u0E has the form 

[see (5.79), (5.80)] 

V{ +.tovE(S".x)+ H"(S"/e2 ,x,V:}= 0, vE(Tf,x) = F(x). (5.92) 

Here 

H"(t,x,q) = min(g(t,x,u~q). 
ufi.J 

Thus, the control 

is uniquely determined, and the functional 

I<~>Auoe)- VE(O,a~ ~ C1e. 

(5.93) 

(5.94) 

(5.95) 

(5.96) 

A transition from the system (5.89) to the system (5.90) allowed the construc
tion of additional equations (5.92) - (5.94) determining (5.95). Further simplifi
cations are linked with the transformation of Eq. (5.92). In order to simplify it, let 
us use Theorem A.6 about the averaging of non-linear parabolic equations. 
Suppose that coefficients hi, a;i, H" ofEq. (5.92) satisfy conditions of Theorem 

A.6. Let, further, V 0 (S",x) be a solution of the averaged equation 

(5.97) 

where 
T 

H0 (x,q) =lim_!_ J H"(t,x,q}tt. 
T-+~T 0 

Then for x E S x , q E S q, where S is a bounded domain in Rn and for sufficiently 

small e 

(5.98) 

The smoothness requirement for coefficients of the operator .40 named in 
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conditions of Theorem A.6 are satisfied if conditions of Theorem A.l4, providing 
a transition to the system (5.90), hold. 

The condition (5.96) links values of V' and V 0 , and serves for determination 
of the value of <I>, ( u0,) in the first approximation. Let us show that the control 

is quasi-optimal with respect to the initial system, i.e., 

0 ~<I>, ( u0 )- <I> e( u.) :=;; cc. 

(5.99) 

(5.100) 

Here U(t.x,q) is the same functional dependency, found from the condition 
(5.94), as in Eq. (5.95). 

Let x, ( r) be a solution of Eq. (5.89) for u = u0 ( r, x, e). If the control u0 is 

admissible then the function g(t,x,u0 ) satisfies conditions of Theorem A.l4; in 
particular, the limit 

1 T 

=lim-J g(t,x,U(t,x,Vx0 (r,x))~t 
T->~ T 0 

(5.101) 

<0 >0, rE[O,r1], xESxcR •• 

exists uniformly with respect to r 0 • r, x. 
It follows from the previous considerations that the value of the functional 

<I>, ( u0,) = MF( x, ( r 1 )) satisfies the condition 

(5.102) 

where W(S',x) is a solution of the inverse Kolmogorov's equation 

(5.1 03) 

Let us construct the equation for the function v = V 0 - W . It follows form 
(5.97), (5.101), (5.103) that 

v, +...:.'0 v+(g 0 (s.x),v,)=0, v(r1 ,x)=O. 

Obviously, v(S',x) = 0, W(S'.x) = V0 (s.x), i.e., 

1<1> ,(uo)-V 0 (0,a ~ ~ C3e. 

(5.104) 

(5.105) 
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In its tum, it follows from (5.%), (5.98), (5.105) that 

l<~>£(u0£)- <1>£(uo ~~I<~> c(uO£)- v £ (O,a ~+I<~> E(uo)-V 0 (0,a ~ 
+jv'(O,a }-V 0(0,a~ ~ (c, + C2e+ C3 )e. 

Comparing (5.101) and (5.106), we get the inequality (5.100). 

(5.106) 

For the sake of brevity, we limited our considerations to the Mayer problem. 
More general cases are examined analogously. Let the functional of the problem 
have the form 

$,(•) ~ M[! ~(<fe' ,x,,u}t<+ F(x,(<1 n] (5.107) 

By means of introduction of an additional variable xn+r ( T) satisfying the equation 

dxn+r = fP(-r/e 2 ,x.{'r),u), x.+1(0) = 0, 
d-r 

the problem is reduced to the previously studied one. The optimal control is de
rived from Eqs (5.92)- (5.95), (5.97) for 

H"(t,x,q) = ~j?[ (g(t,x,u),q )+ fP(t ,x,u}]. (5.108) 

The form of the function H0 changes respectively. 

Thus, the following result holds true: 
Theorem 5.4. Let 
l) coefficients ofEq. (5.91) and of the functional (5.107) satisfy the mentioned 

conditions of smoothness, growth and mixing; 
2) optimal controls u.((,x,e) and u0e((,x,e) minimizing the functional 

(5.107) on trajectories of the system (5.89) and (5.90), respectively, exist and 
belong simultaneously to the sets of admissible controls of both systems; 

3) the control u0 ((,x,e), determined by Eq. (5.99), exist and belong to the set 

of admissible controls of the system (5.89). 
Then the control u0 ((,x,e) is quasi-optimal with respect to the initial system 

and the estimate (5.100) holds true. 
Theorem 5.4 holds true also for other types of optimal control problems. In 

particular, it can be shown that in the problem of the optimal high-speed action 
with the functional (5.82) the quasi-optimal control is calculated according to Eq. 
(5.99), and the function V 0 satisfies the stationary equation 

...!0V 0 (x)+H0 (x,Vx0 (x))+1=0, xeR. \Q, 

(5.109) 
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5.2.3 
Periodic Control for Systems with Disturbances 

We will limit our considerations below to the case of a system, dynamics of which 
is described by Eq. (4.38) 

z +[A+ eS(r))z+ e2Z(z.z) = EF(t) + e2Gu, 
(5.11 0) 

z(O) =a" z(O) = a2 • 

Here z e R., A= A2 , A= diag{AJ; E(t) = {si(t)}; F(t) = {~;(t)} is a matrix 

(vector) of random disturbances, i, j = I , ... , n, z( z, z) is a vector of additional 

non-linear and non-conservative forces, u e U c Rm is a vector of control excita

tions; G is a constant matrix of respective dimension. It is supposed that the 

function Z is sufficiently smooth, processes si (t), {~i} satisfy condition (A) of 

Theorem A.14. 
It is additionally supposed that eigenfrequencies of the system are not linked by 

resonance relations, i.e., 

A.dA.k '#mjr; k'#j; j,k=1, ... ,n; m,r=I,2, ... 

We will reduce the system to (5.1 10) by means of the replacement (5.87) to the 
standard form 

(5.111) 

where y = {y1 , ... , y.), q> = (fP" ... ,q>.), functions Jii are expressed by Eqs. 

(4.41) (with respective change of variables), 

(5.112) 

In periodic control problems, the problem functional does not, as a rule, depend 
on the oscillation phase. Let us show that in this case a solution of the averaged 
equation of dynamic programming does not depend on q>. 

Let us introduce a 2n-dimensional vector x = (y,q>). The limit system of equa-

tions (5.90) for variables Yo£, q>0E is then written in the form 
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dyo, = [b1 (Yo,)+ g\rl E2 , Yoe •<i'oe•u )~r + 0" 11 (Yo,), 

dq>o, = [b2 (Yo,)+ 81 ( rl E2 , Yo .. <i'oe ,u )~r + 0" 22 (Yo.). 

(5.1 13) 

where coefficients bi, aii are calculated according to Eqs. (4.43)- (4.47) and 

does not depend on q>, r = e 2 t . 
Let the problem functional have the form 

(5.114) 

where r = diag{ri} , ri > 0 j = 1 , ... , m; there are no constraints of the type 

u EU. Then the operator H"(t,y,q>,q) can be written in the form 

where, accounting for Eq. (5.112), 

Hi*(t,y,fP,q) = -gfo(A.ieY' f[q~ sin( A./ +qJi )+q~ cos(A./+fPi)]. 

(5.115) 

From the minimum conditions we have 

u, = -1-~J~.jey' r g fo [q~ sin(A./ + q> j )+ q~ cos( A./+ q>j )]. 
2r, j~l 

(5.116) 

and 

H"(t, y,fP,q) =-t tf(2r*A.iey' r g i<gik [q~ sin( A./+ fPi) 
i=l i=t A:=l 

+ q~ cos( A. l +fP i )Jq: sin(A.;t +fP; }+qi cos(A.;t + (/); )] . 

Averaging the function H"(t,y,({J,q), we get 

Ho(y,q) =-tt(gfo n 4rkA.ieY; r[(q~ r +(q~ r]. 
Thus, the averaged equation of dynamic programming (5.97) gets the form (with 
account for notations q 1 = avo 1 dy • q2 = avo 1 dqJ ) 
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(5.117) 

the boundary condition has the fonn 

(5.118) 

' 
Here a~ arecoefficientsofmatrices A11 =a11 (a 11 ), 1=1,2. 

Coefficients of Eq. (5.117) and boundary conditions (5.118) does not depend 
on q>, i.e., 

avo 
q2 =--=0 

dq> 

and the dynamic programming equation gets the simplified fonn 

avo • avo 1 • d2V o 

Jr + ~)~(y)~+2 :LaU(Y) ~ .. ~ .. 
J=l vyJ I,J=l vy,vyl 

(5.119) 

The control u0 = { u~, ... , u~) gets, in its tum, the fonn 

(5.120) 

If the system is linear, Z( z. z) = 2{3z , where f3 is a positively determined matrix 

with elements f3ij, then coefficients b~, a;/ are determined by Eqs. (4.49) -

(4.50): 

where constant parameters v, a, d, q depend on spectral densities of processes Si , 
t;j . 

Suppose that the functional hi-linearly depends on the oscillation amplitude, 
i.e., 
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(5.121) 

where p and rare diagonal matrices with components P;, f';, respectively. Then 

the function V 0 ( r, y) should have the form 

I 

V 0 (r,y)=(eY) P(r)eY +Q(r), (5.122) 

where P( r) is a diagonal matrix, Q is a scalar value. Components P; of the matrix 

P satisfy the system of Riccati equations 

the linear equation 
n 

Q+ 2:duf>; =0, o(rf )=o (5.124) 
1=1 

serves for the determination of Q( r) . 
It follows from the obtained relations with account for Eq. (4.50) that the matrix 

P does not depend on the spectral densities of the external excitation; these 
characteristics of coefficients d11 influence only the function Q. 

From (5.120), (5.1229 we have 

JVO 
--=2P.e2Y, 
dy j I ' 

(5.125) 

Accounting for the replacement (5.87), we will present (5.125) in the form 

(5.126) 

Thus, the optimal control has a form of a feedback with respect to velocity; feed
back coefficients depend only on characteristics of parametric excitation, an ex
ternal excitation influencing only the value of the functional. 

For the system with one degree of freedom 

•( 2 )-1 u0 =-pz rA. , 

where a coefficient p satisfies the equation 

P+2(v-,B+a)p-(2rA.2t p2 +p=O, 

(5.127) 

(5.128) 
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A solution of other periodic control problems can be simplified analogously. 
Now we will analyze the control problem for a vibroimpact system, dynamics of 

which is described by the equation 

i+ 0 2 (1 + E~t))x + E2 (2f3X + ux + 0 2 /l.) = 0 

and by impact conditions 

x=O, x+=-(1-er 2 )x_. 

By means of replacement of variables ( 4.94)- ( 4.96) 

X= -eyx(VI)' X= -20eY xllf(VI)' VI= 20(t -rp)' 

X( VI)= -(2ot sinVI/2. O<VI < 2tr, 

Eq. (5.129) is reduced to the standard form 

(5.129) 

(5.130) 

(5.131) 

(5.132) 

.Y = -4e[02 xx,~t) + e(2fJx, + ux- 0 2 /l.e-y )x, ]- 2rUe2t5 2" (VI). y(O) =a • 
(5.133) 

cp = -4£[02 X2 ~t) + e( 2fJx, + ux- 0 2 /l.e- y )x ]. 

where X = x[ 20(t - rp)] ' X I = X I [ 20( t - rp)] • impact points t * are determined by 

the condition ( 4.98). 
Let us construct the control u providing a maximum impulse in a fixed time 

under the condition lui :$ U 0 • The functional of the problem can be presented in the 

form 

(5.134) 

We search the solution using the discussed scheme. At first, the dynamic pro
gramming equation is written for the partially averaged diffusion system 

dy0, = [(- rU/tr- fJ + v)- 4u,, )d.-+a1dw, 
(5.135) 

drp0 , =[-4u'2 +0 2M(y0,)}t•+a2dw. 

Here, owing to (4.103)- (4.105), ,, =XX,, ' 2 = X2 , coefficients v and a1 are 
determined by Eq. (4.106) 

02 
v = a,2 = 8 s5(2o); (5.136) 



www.manaraa.com

212 5 Some Problems of Optimal Control 

coefficients k and a 2 have the form 

I T 1 
k(y)== e-yk1 , k1 == TJ x(mt)dt = nQ, 

0 

(5.137) 

I6Q4 T ~ 
ai =-T-J ds J ~[2n(s-cp )~[2n(r-cp )]K6(t -s)dt 

0 -~ 

== ±[ s6(o)+~s6 (2n)J. 
Here S s (A.) is a spectral density of the process s( t) . 

Eqs. (5.95), (5.96), (5.99) determining the quasi-optimal control u0 get the 

form 

H = -4u(qtSt + q2S2) • 
"o == -u 0 sgn(qlsl + q2s2)' 

H" = 4llo(q~s~ +q2S'2). 

(5.138) 

(5.139) 

Here q 1 =ilV 0 jdy, q 2 ==ilV 0 jdcp, V0 (r,y,cp) is a solution of the averaged 

equation of dynamic programming. It can be shown (as in the previous example) 
that coefficients of the averaged equation (5.97) does not depend on cp, i.e. q2 = 0. 

Then 

H" == 4Uo~~o Stl • 

where V 0 ( r, y) is a solution of the equation 

A solution ofEq. (5.141) has the form 

V0 {r,y)== P(r)eY; 

a coefficient P satisfies the equation 

(5.140) 

(5.141) 

(5.142) 

(5.143) 

A solution of Eq. (5.143) has a constant sign, and, owing to boundary conditions, 
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P > 0. Hence, 

P( •) = /(r,-r), o = ~V+!!..E_- fJ- rQ 
2 nO 1r 

and i!V 0 jdy > 0, i.e., owing to (5.139), 

u0 = -U0 sgnr;1 • 

Accounting for the relation sgn 5. = sgn XX, = sgn ri , we get 

u0 = -U 0 sgn ri. 

At last, the value of the functional is 

V0 (0,a)= P(O)e" = ea+6r'. 

5.3 
Control for Stationary Motion under Random 
Disturbances 

(5.144) 

(5.145) 

(5.146) 

(5.147) 

It was shown in the analysis of deterministic systems that control problems are of 
special interest since they are connected with a guidance of working regimes of 
machines. Analogous problems arise also in the control of stochastic systems. If 
random excitations are small and cause only negligible deviations of the working 
regime from a nominal one, then - as the first approximation - an optimal control 
is determined by a solution of the deterministic problem [90, 110, 136]. This is not 
true for weak-controlled systems, when controls and disturbances have the same 
order of magnitude. 

This section deals with weak-control problems. The principal scheme is based 
on a differential approximation and is analogous to the case studied in Section 5.2; 
only main characteristic features of the approximate solutions are discussed. 

5.3.1 
Stationary Quality Criterion 

Suppose that the system dynamics is described by the equation 

x=f(t,x,u(t,x));(t), XERn, UERm, £eR1 • (5.148) 

Let £(t) be a stationary dynamic process, f(t,-,u(r,.)) be a periodic (quasi-pe

riodic) function with respect to time. Then there exists under certain conditions a 
unique solution x(t) of Eq. (5.148) with corresponding periodic (quasi-periodic) 

probability distribution [138]. If this solution is stable then it can be treated as a 
motion of the system (5.148) at the moment t which begins at t0 --t-oo, i.e. 
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x(t)= X'•·a(t) for a eK cR., 10 --7 -oo. 

Suppose that a set of admissible controls generating non-zero stationary solu

tions of Eq. (5.148) is not empty. Then a control u(t,x(t )) should be found which 

minimizes the functional 

<ll(u) =lim..!._ f q>(t,x(t ),u)dtlu e u 
T-+oo T 0 

(5.149) 

for the stationary solution x(t) of the system (5.148). 

Optimality conditions for the stationary control of a linear system of ItO's 
equations with coefficients which do not depend on t and the quadratic quality 
criterion are formulated in [39, 199]. 

A construction of Bellman's equations for a stationary system of Ito's equations 
is given in [90, 175, 178]; the existence of solution for an optimal problem was 
proved in [ 181]. Let us construct a formal control of dynamic programming for the 
system (5.148) with the functional (5.149) without discussion of existence 
conditions for an optimal control. 

Introduce a function V (s,x) which is a solution of the formalized equation 

~ +.tV= r·- q>(s,x,u)' (5.150) 

where ()jiJs+.l is a generating operator of the system (5.148) 

~+.tV =l~(M.,X(s,h,x(s+h))-v(s,x)], (5.151) 

where r• is some constant value. From the definition of the generation operator 

we have 

s+T 

M,y(s+T,x(s+T))-v(s,x)= M f[r· -q>(r,x(t),u(t,x(r)))}tt, 
J 

andfor x(t)=X'·x(t), x(s)=x, 

1 s+T 1 
T M,,x I[q>(t,x(t},u(t,x(t}))}tt = r· +:r[v(s,x)- M,y(s+ T,x(s+ T))). 

J 

(5.152) 
Thus, if the function V ( s, x) satisfies the condition 

lim..!.. M,zV(s+ T,x(s+T)) = 0 
T->ooT ' 

(5.153) 

for u = u(s,x), and this limit exists continuously with respect to s, x, then the 
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parameter r" determines the value of the functional (5.150) 

r" = ~(u), (5.154) 

and it follows from (5.152) that 

s+T 

Ms.x f[q>(t,x(t ),u(t,x(t ))) }tr = y"T + V (s,x )+ 1f!(s,T,x) (5.155) 

uniformly with respect to s, x, and T-11/f(s,x,T)~ 0 forT~ oo. 

If u = u. (t, x) is an optimal control with a unique respective stationary solution 

x.(t) then, owing to (5.154), 

It follows form (5.151), (5.156) that 

y = min[V, +.tV +q>(s,x,u)]. 
ufl.l 

If a system dynamics is described by the Ito's equation 

dx = b(t,x,u)dt + a(t,x )dw, x E R., 

and coefficients b, a satisfy necessary smoothness conditions, then 

• a 1 n a2 

.t = ~b;(t,x,u) axi +2i~laij(s,x) axiaxj • 

(5.156) 

(5.157) 

(5.158) 

and the control u(s,x) minimizing the functional (5.150) is determined by the 

equation 

V,(s,x)+ min[B(s,x)+ q>(s,x,u)]= r. 
ufl.l 

(5.159) 

If coefficients b, a, q> do not depend on s, then V = V(x), u = u(x ). 
In analogy with [39], let us give the solution to the problem of an optimal con

trol synthesis in a stationary system 

dx =(Ax+ Bu )dt + adw + o1xdw, 

with a quadratic quality criterion 

1 T 

<l>(u) =lim-J M[x'N1x + uN2u }tt. 
T-+~ T 0 

(5.160) 

(5.161) 

Here a vector of phase coordinates x E R., a control u E Rm, w1 is a scalar 

Wiener process, w is a /-dimensional Wiener process, A, B, a, o1 are constant 
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matrices of dimensions nxn, nxm, nxl, nxn, respectively, N 1 , N2 are 

symmetric matrices of dimensions n x n and n x m , respectively 0 
The control u = u(x) is considered to be admissible if 

1) the function u(x) satisfies the Lipschitz condition 

iu(x)- u(y~ $ Llx- Yl; 

2) for u = u( x) there exists an independent of initial conditions stationary 

solution x(t, u) = x(t} of the system ( 5 0160), such that 

l T+t0 

lim - J M[ x( t) f dt = const < co o 
T->~T 

Ia 

The Bellman's function of the problem under study is stationary V = V ( x) , and 

the Bellman's equation (5.159) gets the form 

i~f[v;(Ax+Bu)+x'N1x+ u'N2 u+~(x'a1V .ua1x +TraV .ua)J =yo (5ol62) 

It follows form (5ol62) that the optimal control u. (x) is connected with the 

Bellman's function by the relation 

u.(x) = -~N;1 B'V)x}, 

and the function V ( x} has the form 

V(x)= x'Px 0 

Substituting (5.163) into (5ol62), we get 

y=Tra'Pa, 

where a symmetric matrix P is a solution of the equation 

A'P+PA-PBN;1B'P+N1 +atPa1 =00 

(5o163) 

(5ol64) 

(5.165) 

In analogy with [39], it can be shown that for sufficiently small la11 there exists 

the unique positively determined matrix P - the solution of Eqo (5.165)0 If the 
solution ofEqo (5o165) is found then the control 

u.(x} = -N;1B'Px = -Kx (5.166) 

is optimal, and there exists a unique stationary solution x(t) of the equation 
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Owing to (5.165), the matrix P of feedback coefficients depends only on 0'1 , 

characterizing a parametric disturbance, and does not depend on CJ ; an external 
disturbance affects only the value of the functional (5.164). 

5.3.2 
Control for Stationary Motion in Systems with Wide-Band Random 
Disturbances 

Let us examine once more a weak-controlled system. Omitting all initial consi
derations, consider that motion equations of the system are reduced to the standard 
form 

dx = if(t,x,S"(t))+ E2 g(t,x,u), 
dt 

(5.167) 

x E R. , u E U c Rm , s E R1 is a random disturbance, and construct the control 

u. = u(t,x(t)), minimizing the functional (5.149) for the stationary motion x(t) of 

the system (5.167). 
According to the general ideas of the diffusion approximation, we will intro

duce a slow variable -r = e2t and re-write (5.167) in the form 

(5.168) 

where x, =x(-r/e2 ), s, =S(-r/e 2 ). We will simplify the problem, replacing the 

disturbed system (5.168) with a more simple limit diffusion equation 

(5.169) 

and will build the control u0,, minimizing the functional (5.149) for the stationary 

solution x0,(-r) ofEq. (5.169). 

A replacement of the system (5.168) with a diffusion approximation is possible 
if coefficients f, g and the function u(t,x) are such that the right-hand part of Eq. 

(5.168) satisfies conditions of Theorem 4.4. Let us remind that besides conditions 
of smoothness and mixing, the condition A.2 of Theorem 4.4, providing the 
solution stability, should be also satisfied. For guided systems this. requirement can 
be formulated in the following way: 

A. There exists two-times differentiable function V = V (x) , such that for suf-

ficiently large lxl 

(5.170) 

Here 
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n a 1 n ()2 

~o = ~bJ(x) dxi +2;~•a;J(x) dx;dxi ' (5.171) 

where b= (b1, ••• ,b.), aa' =A= {au}, i,j = 1, ... , n, 

1 T+t, 

g0 (x) =lim- J g(t,x,u(t,x ))dt, 
T-o~ T 

t, 

(5.172) 

u{t,x) is some control. It is supposed that the limit exists uniformly with respect 

to 10 > 0, x E K cR •. 

If condition A and conditions of Theorem 4.4 are satisfied for u = u( -r/ e2 ,x), 
then there exists a stationary solution :Xe('r) of Eq. (5.169) which converges 

weakly for e ~ 0 to a stationary diffusion process with the generating operator 

In its tum, the stationary solution x0e{-r) of Eq. (5.169) for the same control 

also converges weakly for e ~ 0 to a stationary diffusion process with the same 

generating operator ~ . Thus, the weak convergence of xe ( ~) to Xoe ( ~) is pro

vided. 
It follows from above considerations, that the control u(t,x) eU, generating a 

unique solution of Eq. (5.167), is related to the class of admissible solutions if the 

function g(t,x,u(t,x )) satisfies conditions of Theorem 4.4 and the condition 

(5.170) is fulfilled. 
Thus, if the functions j, g satisfy conditions of Theorem 4.4 for all admissible 

controls, and there exist optimal controls u. and u0e , minimizing the functional 

(5.149) on trajectories of the systems (5.168) and (5.169), respectively, and si
multaneously belonging to domains of admissible controls of both systems, then 

(5.173) 

Construct the control uO£((,x). Equations of dynamic programming (5.159) in 

accepted notation are reduced to the form 

Vt(s,x)+~0Ve((,x)+H"(s/e 2 ,x,v:(s,x))=r, (5.174) 

where 

Hu(t,x,q) =min H(t,x,u,q), 
u<ll 

(5.175) 
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H(t,x,u,q) = (g(t,x,u~q )+ q>(t,x,u). (5.176) 

Let Ve(~.x) be a periodic (quasi-periodic) solution of Eq. (5.174). Then from 

(5.175) we get 

(5.177) 

In analogy with section 5.2, it can be shown that the control (5.177) is ap
proximated by the expression 

(5.178) 

where V 0 (x) is a solution of the stationary equation 

(5.179) 

and 

1 T+r0 

H0 (x,q)= lim- JH"(t,x,q)dt. 
T->~T 

'• 
(5.180) 

In this case, estimates 

(5.181) 

hold true [145]. 
Inequalities (5.181) are proved as the analogous inequality (5.108). Theorem 

A.7 was used for the comparison of the functions V' (~,x) and V 0 (x). 
Let us give some examples for the proposed procedure. 
Construct a control, minimizing a deviation form the equilibrium state in a 

linear system 

(5.182) 

Here the same notation is used as in the system ((5.11 0), fJ is a positively deter
mined matrix of dissipation coefficients. Let us write the functional for the system 
in the form 

I T 

«ll,(u) =lim-J M(R'pR+ u'ru)dt. 
T-+~T 0 

(5.183) 

Here R is a vector of oscillation amplitudes with components 

j= 1, ... , n, 

p ~ 0, r > 0 are diagonal matrices of respective dimensions. In analogy with 
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Section 4.2, a quasi-optimal control u0 = ( u~, ... , u;) is expressed by Eq. (5.120). 

Accounting for (5.97), (5.121}, (5.179), we can write an averaged equation of 
dynamic programming in the form 

n avo 1 n azvo 
:L(v1 -flii)~+2 _}:a;iY) .-J. •. .-J. •. 
J=l vy J t,J=I vy,vy J 

(5.184) 

Coefficients of Eq. (5.184) have the same sense as in (5.119), (5.121). The 
function V 0 should have the form 

vo(y)= tp/Y', (5.185) 
j=l 

where coefficients P1 satisfy a stationary condition ofRiccati of the type (5.123) 

and the functional value is determined by the relation 

2td iiPJ =Yo. 
j=l 

Here d ii are the same coefficients as in ((4.50). 

1 = l, ... ,n, (5.186) 

(5.187) 

In its turn, an optimal control is presented in the form of a feedback (5.126) 
with constant coefficients. It follows from (5.186), (5.187), (5.126) that the feed
back coefficients P1 depend only on characteristics of parametric disturbance, an 

external excitation affects only the value of the functional. 
For a system with one degree of freedom, owing to (5.127), (5.128), we have 

(5.188) 

where a coefficient p satisfies the equation 

(5.189) 

i.e., 

p = 2rJ.?[k + (e + pj2rJ.? r ]. k = 2a =fl. (5.190) 

In its turn, 

(5.191) 
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Till now we examined systems with disturbances without deterministic compo
nents. At the same time, all the results hold if a disturbance has periodic or quasi
periodic components. 

Let us examine a problem of an optimal stabilization for a pendulum. An object 
is attached to an oscillating base by a linear-elastic link. An acceleration of the 
base is w(t), a is an angle between the direction of the acceleration vector and the 

horizontal line, wx = wcosa, wY = wsina. The system stabilization should be 

implemented by means of an additional moment M(t) which diminishes a 

deviation of the pendant from the vertical. Suppose that the center of mass 
coincides with center of symmetry and that there are no rotation around the center 
of mass. In such a case the system can be treated as a mathematical 

Motion equations of the pendulum have the form 

Fig. 5.1 

deviation from the vertical. 

mz- m(l + z)ifJ 2 + 2c(z + ~) + 2blz 
-mgcosqJ = 

= m(wY(t)cosqJ+ w,(t)sinqJ]. 

(5.192) 
m{l + z)[{l + z)q) + 2zifJ + g sin fP] 

+2b2q, = 

= m(t + z)[ wx(t)cos(/) + wy(t )sin(/)] 

+ M(t). 

Here m is a mass of the object, I is a 
distance between the center of mass to the 
base in a position of a static equilibrium, 
g is an acceleration due to gravity, c is a 
stiffness of the link, ~ = mgj(2c) is a 

static deformation of the link, b1 , b2 are 

dissipation coefficients, (/) is an angle of 

Suppose that the acceleration of the base w(t) can be presented as a periodic 
process with the white noise. A narrow-band random processes with a marked 
carrier frequency can be described in this way [ 118]. Let, further, a frequency of 

the first excitation harmonic coincide with the frequency A.z = (g I tr' 2 of angle 
oscillations of the pendulum. Considering, for the sake of brevity, that a periodic 
component of oscillations can be presented in a form of a cosine-expansion, we 
can write 

~ 

w(t) = W 0 (t) + h(t), h(t) = h0 + 2 ,L h* cos kA.zt, (5.193) 
k=l 
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where w 0 (t) is a stationary random process with a zero mean and a spectral den

sity S0 = canst . 

It is also supposed that deviations of the pendulum from the vertical and link 

deformations are small, i.e., lfl'l « I , lol « I, o = z I 1 , 19>1/ A « 1 , 181/ A « 1 , 

A= min( A,.~), }.,2 = 2c I m, A~ =gIl. So we can leave in our equations terms 

with an order not higher than two with respect to coordinates and velocities. Sup
posing a smallness of disturbing and controlling factors, we can re-write (5.I92) in 
the form 

S + ),20 + 2E2 f3t0 = e(~ (t) + E01 (t )Xo + e(~ (t) + E02 (t) )+ E2 ( q) 2 - ~Jliq> 2 ), 
(5.194) 

i/J + Jlitp + 2E2 f3tq) = E(l- o)(~ (t) + E01 (t })+ e(~ (t) + E02 (t)} 

e2 { 2&/>- Jliq>o) + E2u. 

Here E is a small parameter, 

E~(t) = z-'w0 (t)cosa, Es2 (t) = z-'w0 (t)sina, 

E 201 (t) = z-' h(t )cos a , E202 (t)::: r' h(t )sin a , 
E 2{31 =b1/m. E 2{32 =b2 /mf, E 2u=2M/ml 2 • 

(5.195) 

Random {sj(r)) and deterministic (oj(t)) disturbances act in the same way on 

the system motion; in order to account for this fact, different exponents of the 
small parameter are introduced [compare (4.24)]. 

A control, minimizing a mean-square functional of the type (5.188), should be 
found; it can be assumed that r = I . 

A dependence of coefficients of Eq. (5.194) on time is determined not only by 
random disturbances, hence it is impossible to divide averaged equations for am
plitudes and phases of oscillations. So, it is expedient to use the variable replace
ment of the type ( 4.59). By a replacement 

(5.196) 

we reduce (5.194) to the form [compare with (4.60), (4.61)] 

x' = eA _, F,(t)[(E(t) + tB(t ))(Fc(t)x' + F,(t )x2 )- s(t)- E1J(t)] 

+ 2E2 F,(t )fJ(- F,(t )x1 + Fc(t)x2 )- E2 A-1 F, (t)[Gu + Q(t,x1 ,x2 )], 

x2 =-eA-'Fc(t)[(s(t)+te(t)XFc(t)x' +F,(t)x2 )-s(t)-E11{t)] (5.197) 

- 2E2 Fc(t)fJ(- F,(t)x1 + Fc(t)x 2 )+E2 A-1 Fc(t)[Gu + Q(t,x1 ,x2 )], 
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So = 2~2 [(x~ r + (x;)1 

Here matrices A, Fe , F, are determined by Eqs. ( 4.59), {3 = diag{~, {32 } , a 

vector G = (0,1), Eisa matrix of random disturbances with components 

8 is a matrix of periodic excitations with components 

~ 

ell = 0. el2 = e21 =So+ I,s. coskA.2t. 
k=l 

~ 

e22 = 'o +I.'* cos kA.zr • 
k=l 

sis a vector of random disturbances, 

s1 = sz . s2 = -5 . 
11 is a vector of periodic excitations, 

111 = 022 • TJ2 = (}12 • 

Q is a vector containing quadratic terms. 
The problem functional in terms of the variables x 1 , x 2 has the form 

I T 
<I>,(u)= lim-J M[(x 1,px1 )+(x2,px2)+u2]dt, 

T-.~ T 0 

(5.198) 

(5.199) 

(5.200) 

(5.201) 

(5.202) 

Let us now construct a limit diffusion system. With the use of the same trans
formations as in ( 4.78), we get that in systems with a white-noise excitation coef
ficients b'j = 0 , and drift coefficients are formed only by means of averaging of 
deterministic components. As in Chapter 4, suppose that A,/~ ot:: m/ r , m, r = 1, 
2, ... It is easy to show that quadratic links in this case in the first approximations 
do not cause additional ,connected oscillations", and the averaged equations are 
linear. 

In analogy with (5.44), (4.88) we get 

dx 1 =[-/3x1 +K 1x2 +d 1(r/e 2 )cuLr+s11 dw1 +a 12dw2 
Oe 0£ Oc r ' 

(5.203) 
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Components of the matrices K 1 , K 2 and of the vector K have the form K1~ = 
=K/'2 =K£ =0, p=1,2. 

Matrices apq, sqq are calculated according to Eqs. (4.64), (4.69), (4.89), 

d 1(t)= -A-1F,(t), d 2 (t) = -A-1Fc(t). 

From (5.176), (5.183), (5.192) we have 

(5.205) 

(5.204) 

H(t,x,u,q) = A.;"1 (- q1 sin~t + q 2 cos~t )u+ u2 + (x1 ,px1 )+ (x 2 ,px2 ). (5.206) 

In the given case q' = CN / Jx; , r = 1, 2. From the minimum condition 

(5.207) 

and 

H" = (x 1,px1 )+(x2 ,px2 )-(4A.zt(-q1 sin~t+q 2 cosA.zt). (5.208) 

Averaging (5.208), we get 

Ho =(x~.pxl)+(xz,pxz)-Do[(qlr +(q2r]. Do =1/8~. (5.209) 

(5.210) 

Coefficients A~q are determined by Eqs. (4.64), (4.65), d ii -by Eq. (4.50). Let 

us note that, owing to (5.193), in the problem under study A1~q = 0. A solution to 

Eq. (5.210) is constructed in the form 

V o( 1 2) ) ~[pi( t)2 p2( 2)2 ] Q 1 2 Sl 1 S2 2 
X , X = 2 ~ j X j + j X j + X 2X 2 + X2 + X 2 • (5.211) 
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Substituting (5.211) into (5.210) and from the equality for coefficient in terms of 
the same order with respect to x~ , x~ , we will have 

p21 = ~2 = ~, q21(p21 + Pn- f3~~ +Pi = 0, (5.212) 

2ql2~ + (a22 +1722Xp21 + Pn- vo[(P/r + Q2 ]- AP/ + kjQ + P2 = o. 
j = 1, 2. (5.213) 

(5.214) 

(5.215) 

- 2D0 (P/ S 2 + QS 1 )+ k 1 S 1 + kP22 = 0. 

Coefficients q pq , a PP , 17 PP , d PP are calculated according to Eqs. ( 4.50), ( 4.65). 

Accounting for (5.198), we get 

3 ., --s 
'122 - 8.A_2 2 ' 

2 

(5.216) 

where, owing to (5.195), (5.198), 

S1 = r 2 S0 cos2 a, S2 = r 2 S0 sin 2 a. (5.217) 

The value of the functional is determined by the relation 

o ) ~ ( 1 2) [( 1 ) 2 ( 2 ) 2 J 2 y =2.f;;:d» Pi +Pi -D0 Si + Si +kS . (5.218) 

Substituting (5.211) into (5.207), we get 

Uo = 2~ [-(P2 x~ +Qxi +S 1)sin.A.t+(P22xi +Qx~ +S 2 )cos.A.r). (5.219) 

Taking into account for (5.186), we can write 

Uo = --1-{ ,h <P- rq> + Q[q>cos2.A.2t --1-<Psin2.A.2t] + S 1 sin .A.2t + S 1 cos.A.2r} 
2.A.2 "2 Az 

(5.220) 

Let us analyze some partial cases. 



www.manaraa.com

226 5 Some Problems of Optimal Control 

1) k I = e = 0 (the parametric disturbance includeS Only the first harmoniC, 

there are no parametric resonance). In this case Q = 0, S 1 = 0, 

P21 = P22 = h, r = 0, S 2 = kf2D0 (5.221) 

and 

1 . ~ 
u0 = --2 hqJ- 2s1 cos2,'2t. 

2~ 
(5.222) 

After substitution of (5.222) into (5.294), it is obvious that the second term in 
(5.222) entirely compensates the external disturbance. The coefficient h is deter
mined from the solution ofEqs. (5.112), (5.113) 

~ = p,-1 (p, + 2q21 )h' 
(5.223) 

The feedback is formed only with respect to ¢> , but because of the linkage of the 

equations, the coefficient h and the value of the functional depend on parameters 
of the entire system. 

2) k = 0 (the excitation has no first harmonic, there are no external resonance). 

Then S 1 = S 2 = 0. 
3) There are no random disturbances. In this case we get the periodic optimi

zation problem. In Eqs. (5.200) it should be considered that A'; = 0, d ii = 0 . 

Eqs. (3.211) - (3.220) are kept, but the structure of Eqs. (3.212) - (3.214) 

changes. Let, for the sake of simplicity, consider that A = 0 (assuming that dis

sipative forces are formed by the control). Then, from (5.213), (3.214), we get 

Q = (2D0 t (k, + k2 ), P 1 = -Q 2 + D~ 1 (e + p2 ). (5.224) 

Substituting (5.204), (5.209) into (5.224), we get 

(P21"2 r = 8~ (p2 ± 8r0 r2 ), Q = -8.A.;r2 • (5.225) 

Obviously, this problem has a solution when p2 > 8hhl· 
In the deterministic case, it is possible to write directly the equations of dy

namic programming for the system (5.197) and to average them, omitting the stage 
of partial averaging [155]. The obtained results will then coincide with given ones. 
We can get the same results, using the averaging method in equations of the 
maximum principle (Section 3.2). 



www.manaraa.com

A Appendix 

A.1 
Pontryagin Maximum Principle 

Let us give optimality conditions for oscillatory systems, dynamics of which is 
described by differential equations. A standard formulation of the optimal control 
problem is the following. Let x(t) ERn be a vector-function of phase coordinates 

of the system. It is determined as a solution of a differential equation 

x=f(t,x,u), tE[O,T], UERm, (A. I) 

satisfying conditions on the ends of the interval 

(A.2) 

where ({I is an /-dimensional vector, l ~ 2n +I . 
The most widespread case of the conditions (A.2) is an introduction of initial 

x(t0 ) = Xo (A.3) 

and boundary conditions 

(A.4) 

An optimization problem with control constrains can be formulated in the fol
lowing way. 

It is necessary to find a piecewise continuous control u E Rm satisfying the 
constraints 

(A.5) 

and minimizing a functional 
,, 

~ = g[t0.x(t0)t1 ,x(t1 )]+ J j 0(t,x,u';tt (A.6) 
r, 

on trajectories of the system (A. I), (A.2). 
Let us apply the maximum principle of L.S. Pontryagin [ 114], which determines 

the necessary conditions of optimality, to the formulated problem. 
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Introduce additional scalar functions 

H(t,x,u,p) = -p0 f 0 (t,x,u)+ p'(t )f(t,x,u) (A.7) 

(a Hamilton function) and 

h{t0 ,x(t0 }t1 ,x(t1 )}= g(t0 ,x(t0 }t1 ,x(t1 ))+ p'tp(t0 ,x(t0 }t1 ,x(t1 )). (A.8) 

Here p(t) is an n-dimensional vector of Lagrange multipliers, p is a constant /

dimensional vector, p0 is a constant multiplier. It is supposed that functions f. fo 
are piecewise continuous with respect to t and have continuous partial derivatives 
up to the second order inclusive with respect to other arguments in domains of the 
space of problem variables; functions g and cp are continuous and two times 
continuously differentiable with respect to all their variables. 

A control u(t) EU is called admissible if for u = ii(t) there exists a unique 

solution of Eq. (A .I) with boundary conditions (A.2). 
The optimal control belongs to a class of admissible controls. 

The maximum principle of L.S. Pontryagin [ 114, 125]. If a control u. (t) 

and a trajectory x,(t) provide a minimum of the functional (A.6) for Eq. (A.l), 

control constrains (A.5) and boundary conditions (A.2), then there exist such 
continuous vector-function p(t), a constant p0 2': 0 and a constant vector p that 

for each t e[t0 ,T) the Hamilton function H.(t,x,u,p) gets in a point u. the 

maximum value with respect to all u E U 

H(t,x.,u., p) =max H(t,x,u, p), 
ufi.J 

(A.9) 

where the vector p(t) is determined by the equation 

jJ = -dH/dx (A.10) 

and by boundary conditions 

p(to) = Jhj dx(to), p(t f)= -dh/ ax(t fO), (A.ll) 

dh/dt0 +H(t0 )=0, dhjdi1 -H(t1 )=0, (A.12) 

where H(s)= H(s,x.(s~u.(s~p(s)). 
If u E int U or the domain U coincides with the entire space then the condition 

(A.9) is reduced to the form 

dH/du=O. (A.l3) 

Conditions (A.9), (A.13) allow us to express u as a function of phase and adjoint 
variables 

u. =U(t,x,p). (A.l4) 
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Let us formulate the boundary conditions of the maximum principle for some 
particular cases. 

A case of the boundary conditions (A.3) with a free right-hand end of a trajec
tory is widespread. Here the maximum principle reduces a solution of an optimi
zation problem to the solution of the boundary-value problem 

x = dHj()p, p = -dHjdx, 

x(t0 )=x0 , P{r1 )=0. 

(A. IS) 

(A.16) 

If the function (A.8) depends only on t 1 , x(t 1 ) then the boundary conditions 

for p have the form 

p(t 1 ) = -hx(t 1 ,x(t 1 )). (A.17) 

In a problem of a high-speed action it is usually necessary to minimize the 
functional 

,, 
Cl> = g[t1 ,x(t1 )]+ J j 0 (t,x,u}it, (A.l8) 

'• 
and the moment t 1 = t, for the fixed condition (A.4) for the right-hand end of the 
trajectory. The boundary-value problem (A.l5), (A.7) and an additional condition 

(A.l9) 

serve for a determination of the optimal control (A.l4) and of the moment t • . In 

particular, if 1jl = 1fl( x(t 1 }), g = 0, then the condition (A.l2) has the form 

(A.20) 

Let us consider another equality 

dH = dH +(dH x)+(dH p·)= dH +(dH dH)-(dH dH)= dH dt dt dx • ()p • dt dx • ()p ()p • dx dt . 

(A.21) 
It shows that in an autonomous system the relation dH / dt = 0 is fulfilled for 
dHjdt = 0, and Eqs. (A.l5) have the first integral 

H = const. (A.22) 

In Section 2.3, the control problems for systems with impacts were examined. 
The velocity of the striking (working) element undergoes a discontinuity, and dis
continuity conditions for velocity at the impact moment supplement the periodicity 
conditions. In a general case, this problem can be formulated as follows [31, 125]. 

Let a trajectory of the system (A. I), (A.2) have discontinuities of the first kind 
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at moments t = t 1 , i = l, ... , q: 

(A.23) 

Then the optimal control u. (t), providing a minimum of the functional (A.6), is 

determined by relations (A.9) - (A. I 2), by supplemented conditions (A.23) and by 
discontinuity conditions 

a 

(H)t,+O -(H)t,-0 = -dr]/dt;. 11 = L VjT/j. (A.24) 
j=l 

where vis a constant vector. 
An analogous reduction to a boundary-value problem can be also done for 

other problems of the optimal control. 
In the optimal control theory, a considerable attention is paid to the existence 

conditions of the control providing a minimum of the functional, sufficient opti
mality conditions, etc. 

It is supposed, as a rule, that an optimal control exists and is determined by the 
given solution of the boundary-value problem of the maximum principle. 

A.2 
Disturbances in Optimal Systems 

In the main part of this book, the systems with dynamics described by differen
tial equations as well as by integral ones are examined. Write for the generality an 
equation of a disturbed system in the form 

x = A(t,x,u,e), (A.25) 

where A is some operator, u is a control, e is a small parameter. Let V, be a set of 

admissible controls of the system (A.25), such that for any u eV, a solution 

X; (t) of the system (A.25) exists and is unique. 

Let further exist a generating system 

x=A(t,x,u,O). (A.26) 

Let V0 be a set of admissible controls of the system (A.26) such that for any 

u eV0 a solution x;(r) of the system (A.26) exists and is unique. 

Denote by <1>( X; (t)) = <1>, ( u) some continuous functional which is determined 

on trajectories of the disturbed system (A.25) for a fixed control u E V,. Let 
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<I>{x;(t})=<1>0 (u} be the same functional, determined on trajectories of the sys

tem (A.26) for u eV0 • 

Denote u. as an optimal control providing the minimum of the functional 

<I> c (u) with a constraint u e U c V, 11 V0 : 

(A.27) 

Analogously, 

u0 = argmin<l>0 (u}, 
Mfi!J 

(A.28) 

i.e., u0 is a control minimizing the same functional on trajectories of the system 

(A.26) with the same constraint u e U c V, 11 V0 • 

Suppose that for e ~ 0 and any u eV, 11 V0 the solution x;(r} of the dis

turbed system (A.25) weakly converges to the solution x;(t) of the generating 

system (A.26), i.e., for any continuous functional 

(A.29) 

Then the control (A.28) is quasi-optimal with respect to the disturbed system with 
an estimate of the same order of magnitude, namely, 

0$ <l>,(u0 )- <l>,(u.) :5 2Cc. (A.30) 

The left-hand part of the inequality (A.20) follows directly from the optimality 
condition (A.27). Let us prove the upper estimate. Re-write (A.30) in the form 

<I> e ( Uo)- <I> E ( Uo) = [<I> e ( Uo)- <I> 0 ( Uo) ]+ [<I> 0 ( Uo)- <I> e ( U.)] • (A.31) 

The first term in (A.31) corresponds to the condition (A.29). In order to estimate 
the second term, let us write the obvious inequality 

and, owing to (A.29), 

<1>0 (u.)-<1>,(u.):5 C,. 

Substituting (A.32) into (A.31 ), we get the inequality (A.30). 

(A.32) 

The problems of an optimal control existence in systems close to generating 
systems are discussed, for instance, in [ 156] for deterministic systems and in [180, 
181] for stochastic ones. 
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A.3 
Main Theorems of the Averaging Method 

In this Section asymptotic methods based on averaging of the right-hand parts of 

differential equations with respect to some of the variables are given. These 

methods, called averaging methods or methods of movement separation, serve as a 

main tool for analysis of equations of the form 

x = eX(x,lfl,t:), 

1/1 = Y0 (x, 1fl) + t:Y(x, lfl,t:), 

where x and 1f1 are some vectors, t: is a small parameter [33, 38, 102, 103, 105]. 

Without concretization of the physics of such phenomena, let us note that such 

equations are typical for a wide class of problems of the oscillation theory. 

Below we will limit our considerations only to main conclusions for equations 

of the kind 

x=eX(t,e), (A.33) 

where x and X are n-dimensional vectors. Systems of the form (A.33) are called 

,,systems in the standard form". 
Let in the domain 

D:{t e[O,oo),x ESc R.} (A.34) 

the function X(t,x) be continuously bounded, continuous with respect to t and 

satisfy the Lipschitz condition 

!x(r,x2 )- x(t,x1 ~ ~ Llx2 - x11, (A.35) 

with a constant independent oft. Consider further that for each x E S there exists 

the mean value with respect to time 

1 T 

X0 (x)=1im-JX(t,x)dt. (A.36) 
r~~T o 

Then parallel with Eq. (A.33), an equation 

dx0 /dr=X0 (x0 ), T=t:t, (A.37) 

is considered. It follows form (A.36) that the function X 0 (x) satisfies the condi

tion (A.35). 
Theorem 3.1 (the first theorem of N.N. Bogolyubov) states a linkage between 

x0 (r) = x0 (t:t) and a solution x(t,e) of Eq. (A.33), satisfying the condition 

x0 (0)= x(O,t:) =a. (A.38) 
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Theorem A.l [102]. Let in the domain D the function X(t,x) be continuously 

bounded, continuous with respect to t and satisfy the Lipschitz condition (A.35). 
Let further the mean value with respect to time (A.36) exist for each x E S . 

If the solution x0 ( T) of Eq. (A.35) for 0 $ r $ T0 is in S with its environment 

then for any 7J > 0 there exists such E0 > 0 that for 0 < E < E0 the solution 

x(t, E) of Eq. (A.33) satisfying the condition (A.38) has an estimate 

ix(t, E)- x( £t ~ $ 7J , 0 $ r $ T0 / E . 

Let us consider the more general than (A.33) equation 

dx 
-=X(r,x;E), 05r:5T0 , 0:5E:5EI' 
dr 

(A.39) 

(A.40) 

with the function X(r,x;E) satisfying the Lipschitz condition with respect to x 

and the condition 

ro ro 

lim J X( T,x; E )dT =J X( T,x;O )dr, 0 :5 T0 :5 T0 , 
£-->0 

0 0 

(A.41) 

which is called the condition of integral continuity for E = 0 . 
Eq. (A.40) is reduced to (A.33) if it is considered that 

( ) lx(rjE,x),E > 0, 
X T,x;E = 

X0 (x~E = 0, 
(A.42) 

and with the replacement r = £t. 

The condition (A.41) is fulfilled in this case since 

or, in other way, 

ro 

lim~ J X(t,x)dr =X0 (x), 
£-->O To o 

(A.43) 

and the latter is equivalent to (A.36). 
Theorem A.l follows form the more general theorem of M.A. Krasnoselsky and 

M.G. Krein about the continuous dependence of solutions of differential equations 
on their parameters. 

Theorem A.2 [91]. Let 
l)afunction X(r,x,E) bedeterminedfor re[O,T0 ], xeS, 0:5E<E1 ,con

tinuously bounded for these values of variables. piecewise continuous with respect 
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to r, integral-continuous for E = 0 and satisfy Lipschitz condition with respect to 
x with a constant independent of r, x; 

2) Eq. (3 .40) for E = 0 have a solution x0 ( r) = x( r ,0) satisfying the condition 

x0 ( r) e int S , 0 :5 r :5 T0 • 

Then for each 1J > 0 there exists e0 , 0 < E0 < E1 , such that any solution x( r, E) 

ofEq. (A.40), determined over the interval [o, T0 ] and satisfying the condition 

x0 (0;E) = x0 (0) =a, 

for 0 < E < E0 has an estimate 

(A.44) 

One of the most important conclusions of the averaging method states a cor
respondence between properties of solutions of exact and averaged equations for 
an infinite time interval. 

Let again 

I T 

X0 (x) =lim-J X(t,x)dt. 
T-+oo T 0 

Suppose that for some point So e int S 

i.e., the averaged equation (A.5) has a quasi-static solution 

x0 ('r) = ~ = const. 

(A.45) 

Let us give the conditions for which the initial equation (A.33) for sufficiently 
small E > 0 has a solution, bounded over the entire axis and which does not leave 

a small zone around the point So . 
Theorem A.3 [102] (the second theorem of N.N. Bogolyubov) Let a function 

X (t, x) of the equation 

dx = EX(t,x) 
dt 

satisfy the following conditions: 
I) averaged equations 

have a quasi-static solution 5 = ~ ; 
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2) real parts of all n roots of the characteristic equation 

(A.46) 

for an equation with respect to variations 

which corresponds to the quasi-static solution, differ from zero; 
3) the function X(t,x) and its partial derivatives Xx{t,x) are bounded and 

uniformly continuous in the domain 

where S P (~) is a p- zone of the point 5;) E int S ; 

4) the limit 

I T+t, 

X0 (x)=lim- Jx(t,x)dt 
T-4~ T 

'• 
exists uniformly with respect to t E ( -oo, oo) , x E S P • 

Then for sufficiently small Po > 0 there exists such a number E0 > 0 that for 
all 0 < E ~ E0 Eq. (A.33) has a unique, bounded over the entire axis solution 

x * (t, E) satisfying the condition 

sup lx *(t,E )-~1 <Po· (A.47) 
-oo<f<oo 

If functions X(t,x) and X~(t,x) are nearly periodic (periodic) with respect to 

t then the solution x * (t, E) is nearly periodic (periodic) with the same basis [34]. 

A subsequent development of the averaging method is connected with a broad
ening of the class of problems for which this method can be applied, and with a 
weakening of continuity conditions imposed on the right-hand parts of Eqs. (3.1 ). 

In works [ 147, 148] a necessity of an application of the averaging method to 
systems of differential equations with discontinuities of the first kind with respect 
to fast variables was stated. In [33] a generalization of Theorems A.1, A.3 for 
systems with moment impulses causing a trajectory discontinuity is given. Thus, 
the correctness of the averaging scheme for systems studied in Section 3.3 is 
proved. 

One partial scheme of the averaging method - a partial averaging - is conven
ient for optimal control problems [111 - 113]. The averaging can be carried out 
only for terms independent of the control, and then it is necessary to find the con
trol minimizing the functional on trajectories of the partially averaged system. In 
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such a case, a main structure of the system is singled out and the control con
struction simplifies. 

The partial averaging technique is given in detail in [111, 112]. Here we give 
only the main results. 

Let the system motion be described by an equation 

i = e(x(t,x )+ Y(t,x )), 

x ERn, and let the mean value 

I T 

X0 (x) =lim-J X(t,x)dt 
T-+~ T 0 

exist. Let us correspond a partially averaged system 

i 0 = E[ X0 {x0 )+ Y{t,x0 )], 

with the same initial conditions 

x(O,E) = x0 (0,E) =a. 

to the system (A.48). 
Theorem A.4 [Ill]. Let in the domain 

D:{t2!0,xeScRn} 

the following conditions be satisfied: 

(A.48) 

(A.49) 

(A.50) 

(A.51) 

1) the functions X(t,x) and Y(t,x) are uniformly bounded and piecewise 

continuous with respect to t and satisfy the Lipschitz condition with respect to x 
with a constant independent oft; 

2) the mean value (A.49) exists uniformly with respect to x E S ; 
3) a solution x0 (t,E) of the averaged system (A.50) with the initial condition 

(A.51) is in the domain S together with its p - zone for all 0 ~ t ~ T0E -• . 

Then for each Tl > 0 such E0 > 0 can be found that for 0 < E ~ E0 an estimate 

!x(t,E)-x0 (t,E~ < Tl (A.52) 

holds true. 
Theorem 3.4 allows also the further generalization linked with the weakening of 

continuity conditions and application of results to the infinite time interval. 
The study of limit possibi1ities of control systems based on the maximum prin

ciple needs a solution of the boundary-value problem. It is shown in [6, 111, 134] 
that in periodic control problems the system of equations of the maximum 
principle can be written in the form 
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dx 
-=EX(t,x), x=x(t,e)eR., (A.53) dt 

R[x(O,e),x(t1 ,e)]=o, t1 =O(e-'). (A.54) 

Eq. (A.54) unifies the boundary conditions for the both ends of the interval. 
Let us compare the solution x(t,x) of the system (A.53), (A.54) with the 

solution of the averaged system 

dxo =X0 (x), T=Et, 
dr 

(A.55) 

R[x(O),x(t1 )]=o, r1 =Et1 . (A. 56) 

Let us underline that, on the whole, the initial conditions are not fixed with respect 
to the vectors x and x0 and, generally speaking, x(O,e) :;e x0 (0). 

A substantiation of the averaging scheme for the boundary-value problems is 
given in [ 6, I 10, Ill, 134] for various assumptions for the smoothness of the 
functions X (t, x). Let use conditions of the book [ 6] as the most general. 

Theorem A.S. Let 
l) the function X(t,x)be defined for t ~ 0 and measurable with respect tot 

uniformly with respect to x e S , where Sis an open domain in R. ; 
2) the function X (t, x) be periodic or uniformly quasi-periodic with respect to 

t; 
3)functions X(t,x), R(y,z) be defined for all x, y, z e S and uniformly con

tinuous with respect to x, y, z; 
4) there exist such constants c1•2 , A,,2 that for t ~ 0, x, y, z e S 

!x(t,x ~ ~ c,, 

!xx(t,x~~A,, 

jR(y,z~ ~ c2 , 

JR1 (y,z~~A2 , 

5) the boundary-value problem (A.53), (A.54) for 0 ~ r $ r1 have a unique 

solution x0 ( T) e S . 

Then for sufficiently small E e(O,e0 ] the solution x 0 (r) of the initial boun
dary-value problem (A.53), (A.54) is in the e- zone of the generating solution 
x(t,e) of the averaged problem (A.55), (A.56) 

!x(t, e)- x0 ( r ~ $ ce, 0 ~ r $ r 1 . 

!x(O,e )- x0 (0~ ~ ce, c = const. 

(A.57) 

(A.58) 

It is shown in [6] that conditions l)- 4) are necessary only in order to provide 
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the closeness of the Cauchy problem for an averaged problem (A.53), (A.55) for 

arbitrary initial conditions. Thus, the constraints imposed on the right-hand part of 

the system (A.53) can be replaced by a more general condition of existence and 

closeness of solution of the Cauchy problem for initial and averaged systems. 

Theorem 3.5a. Let in the domain 

1) for all initial conditions a E Sa c S a solution x( r, a, e) of the system 

(A.21) depend continuously on initial conditions, i.e., 

x(O,a,e)=a, 

lim x(r,a,e)= x(r,a 0 ,e) 
a-+o 0 

continuously with respect to r, e; 

2) for any initial conditions x0 (0) =a E Sa a solution x0 ( r,a0 ) of the aver

aged system (A.55) be determined for all rand its environment be in S; 

3) the solution x(r,a,e) of the initial system (A.53) be approximated uniformly 

with respect to r, e by the solution x0 ( r, a0 ) of the system (A.55) with the same 

initial conditions, i.e., 

Jx(r,a,e)- x0 (r,a ~ ~ Ce, x(O,a,e) = x0 (0,a) =a; 

4) the function R(y, z) be bonded and uniformly continuous with respect toy, z 

for ally, z E S with its derivatives 

5) an equation 

have a solution 

with respect to x0 (0), i.e., 

R(a0 )= R[a0 ,x0 (T,a))= 0, 

and the root a0 be simple, and detlaR(a0 )/lhol ;t: 0. 

Then for sufficiently small e the estimates (A.57), (A.58) hold true. 
Let us note that conditions 1), 3) of Theorem A.Sa are satisfied both for smooth 

and discontinuous solutions (in particular, for solutions of motion equations for 

vibroimpact systems). 
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At last, any system close to (A.53) in the sense of the solution closeness (con
dition 3) can be examined instead of the system (A.55). 

Theorems A.l - A.5 embrace only the general information about the averaging 
method which is widely used below for a solution of optimization problems for 
deterministic systems. 

Optimal synthesis problems in stochastic systems are reduced to the solution of 
non-linear equations in partial derivatives. In conclusion, let us give the main 
results of an application of the averaging principle to differential equations of the 
parabolic type [55,56, 92,93, 98, 119, 145, 146]. 

Consider the Cauchy problem for an equation 

v: = ..t0V' + J(r:ft:,x,v' ,vx') 

with a boundary condition 

V' (O,x) = q>(x). 

Here 

(A.59) 

(A.60) 

(A.61) 

The main part of results on averaging in equations of the type (A.59) concerns 
either linear equations [130, 146] or equations in which the function/possesses 
definite properties of differentiation [98, 119]; this limitations are discussed in 
detail in [55, 56]. 

In equations of dynamic programming, the coefficients may not satisfy differ
entiability conditions or possess a necessary smoothness. In order to estimate the 
limit transition, let us apply to Eqs. (A.59), (A.60) the results obtained in [92, 93] 
for equations of a more general form. 

Suppose that there exists a solution V' ( r, x) , bounded in any compact set, with 

a bounded derivative Vx'(r,x) (the boundedness is understand for some norms; 
existence conditions of such a solution are stated, for instance, in [95] and do not 
depend on continuity properties of coefficients). Suppose that 

I) a function q>(x) is continuous and two times differentiable for x E R. ; 

2) functions a(x), b(x) are continuous and continuously differentiable for 

x eR.; 
3) the condition of a uniform ellipticity is fulfilled; for all x E K, ~ E R. 

Avl~ 2 ~ ~:a;/x)5~i ~ .~t,l~ 2 , 
i,j=l 

where Av, A, = const > 0, K is a compact set in R • . 

Let also in the domain D = I, x Q , where Q is a compact set in R. x R1 x R., 



www.manaraa.com

240 A Appendix 

I,= (-oo,oo): 
4) a function f(t,x, v,p) be uniformly bounded and continuous with respect to 

x, v, p uniformly with respect to other variables; 
5) a limit 

1 T+to 

f 0 (x,v,p)=lim- Jf(t,x,v,p)dt 
T-->~T 

'• 
(A.62) 

exist uniformly with respect to t0 :?: 0, x, v, p E Q ; 

6) a unique solution of the Cauchy problem for an averaged equation 

V,0 = ..10V 0 + f(x,V 0 ,V:1), V 0 (0,x) = tp(x), (A.63) 

exist. 
Theorem A.6. If assumptions I)- 6) are fulfilled then 

limjv '('r,x )- V 0 (-r,x ~ = 0' 
£-->0 

(A.64) 

uniformly with respect to -r, x for 0 :5 -r :5 'f f < oo , x E K , K is a compact set in 

R •. 

Theorem A. 7. Let 
I) the functions a(x), b(x) satisfy conditions 1) - 3), 5) of Theorem A.6; 

2) the function f(t,x,v,p) be measurable and periodic (or quasi-periodic) 

with respect to t, continuous with respect x, v, p and continuously differentiable 
with respect to v, p uniformly with respect to other variables from D; 

3) an averaged elliptic equation 

(A.65) 

have a unique solution V 0 for which an operator of the first linear approximation 
has no spectrum for an imaginary axis. 

Then there exists a unique, bounded over the entire axis solution V' ( -r, x) of 

Eq. (A.59) for which the estimates 

limiV'( -r,x )- V0 ( -r,x ~ = 0, 
c--+0 

(A.66) 

hold true. 
An effective method for construction of successive approximations and esti-
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mates for convergence rate based on the method of multi-scale expansions [ 1 05] is 
suggested in [26]. 

A.4 
Necessary Condition of the Optimality of Periodic 
Regimes 

Let us give without a proof the main results determining minimum conditions for 
the functional 

1 T 

cl»(u)=-Jf0 (t,x,u)dt, ueU, (A.67) 
To 

on T-periodic trajectories of the system 

x=f(t,x,u), x(O)=x(T). (A.68) 

Here U is a compact set in Rm , admissible controls u(t) are T-periodic functions 

with respect to t with values from U ( u(t) E U) providing a uniqueness of the 

periodic solution of Eq. (A.68). It is supposed that for u e U , x E R. functions f, 

fo are piecewise continuous and T-periodic with respect to t and continuous and 

continuously differentiable with respect to x and uniformly with respect to 
t e{-oo,oo). 

Necessary optimality conditions for periodic regimes are formulated in [120, 
160, 163, 164] and some other works; a review of results is given in [163, 185, 
187]. In [187] the existence conditions for an optimal control are also given. 

Let us now formulate optimality conditions following the results of [123]. 
Theorem A. 8. Let u. (t) be an optimal periodic control, x. ( t) be a respective 

optimal T-periodic trajectory and let an equation in variations 

t= F.(t)~, F.= fx(t,x,(t),u.(t)} 

have noT-periodic solutions other than a trivial one for u = u., x = x. (condition 

A). 
Then the maximum condition 

H(t,x.,u.,p )= maxH(t,x,u,p), 
ufV 

(A.69) 

where 

H(t,x,u,p)= p'f(t,x,u)- f 0 (t,x,u), (A.70) 

and p(t) is a T-periodic solution of the equation 

p=-Hx{t,x.,u.,p), p(O)= p(T), (A.71) 
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holds true. 
Condition A provides the existence and uniqueness of the T-periodic solution of 

Eq. (A.71). 
If the system is autonomous 

1 T 

~(u)=-J f 0 (x,u)dt, 
To 

i = f(x,u), (A.72) 

then the period T E (Tmin, Tmax] should be determined from optimality conditions. 

Theorem A.9. Let there exist an optimal control ( x., u., T.) of the problem 

(A. 72) and condition A be satisfied for a T. -periodic solution ( x., u.) . 

Then the maximum condition 

H(x.,u.,p,T.) =max H(t,x,u, p) 
udJ 

(A.73) 

is fulfilled, where 

H(x,u,p,T) = p'f(x,u)-r-1f 0 (x,u), (A.74) 

and p(t} is a T. -periodic solution of the equation 

p = -Hx(x.,u.,p,T.); p(O) = p(T.). (A.75) 

If T. e(Tmin'TmaJ then 

T. 

~. = ~(u.) = J p'(t )f(x.(t ),u.(t ))dt = 0. (A.76) 
0 

If T. = Tmin then ~. :50, if T. = Tmax then ~. ~ 0. 

A more general formulation of the problem is characteristic for many technical 
applications: A movement is considered over an infinite time interval, and quality 
criteria are functionals averaged for infinite time intervals. Periodic controls can be 
treated as a partial case appearing under a contraction of the class of admissible 
controls. Such an approach to the control problems for stationary regimes was 
suggested in [40, 41]. 

A.5 
Maximum Principle for Stochastic Equations with 
Program Control 

The necessary optimality conditions in a form of an analog of Euler-Lagrange 
equations (5.6), (5.7) hold true for problems without additional constraints for the 
control and trajectories. This class of problems, though having a partial character, 
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is still of a sufficient importance for applications. The stochastic analog of the 
maximum principle was obtained for more complex problems with constraints for 
the control and phase trajectories. 

In [ 138, 195] the relations of the maximum principle for problems of the type 
(5.1 ), (5.2) and constraints u E U are given; more general relations are obtained in 
[52] for problems with additional constrains in the form of inequalities for extreme 
points of the phase trajectory. The results of the work [ 138] are obtained for more 
weak and easily proved suggestions with respect to a random excitation and 
control coefficients from (5.1 ). Let us give without the proof the main theorems of 
the work [138]. 

The following optimization problem is considered: 

,, 
<I>(u) = q3 (g 3 )+ M J cp[t,x(t ),u(t ),w }it= min, 

0 

(A.77) 

(A.78) 

(A.79) 

where g 1 = Mr,[x(O),x(t 1 ).w]. Here x(t) E R., u(t) E Rm; piecewise continuous 

controls u(t) E U c Rm are considered to be admissible; the set U can be infinite; 

Oz, is a zero-vector in a space of the dimension Z j; the inequality q2 ~ Oz, is 

fulfilled for each component. 

It is supposed that x(O)= a is a random vector, and Mialk < oo, k > l, w is an 

abstract variable characterizing the case. 
Let the following conditions be fulfilled: 
l) the functions f, cp, r1 (xpx 2 ,w), i = I, 2, are continuous and have continuous 

derivatives with respect to x, x1 , x2 , functions q1(g) are continuous and have 

continuous derivatives q ~ = dq, / dg , i = l, 2,3, with probability 1; 

2)forall te[O,t1 ], xeR •• ueU,functions f(t, ... ), cp(t, ... ), r(x"xl'w) 
and their derivatives with respect to x ( x1 , x2 , respectively) are measurable ran
dom processes; 

3) for all t E [O,t] the function f(t,O,O,w) has finite moments of the order 

k > 1, i.e., Mjf(t,O,O,w t < oo; 

4) far all t e[O,t1 ], u eU there exists such a number A that for each x E R. 

the inequalities 
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are fulfilled with the probability 1. Here Skp are random values, such that 

Mlskp r < oo • An index k1 can be found from the equation 1/ k1 +If k = I . 

There exists such a number B that for any x1 , x2 E R., the inequalities 

h(xl'x2,w ~ ~ s(lx,lk +lxJ )+sk, (w), 

lar; (xl'x2 ,w )/dt- jl ~ s(lx,lk-t + lx21*-') + s*, (w) 

hold true with probability 1; 
5) the function f satisfies the uniform Lipschitz condition with respect to x for 

u E U : there exists such a number L > 0 that for any x1 , x 2 , t E [ 0, t 1 ] the in

equality 

lf(t,x1 ,u,w )- f(t,x2 ,u,w ~ ~ Llx, -x21 

holds true with probability 1. If for any t E [ 0, t 1 ] , x E R. the random values lal , 
IJI, lr;l are bounded with probability 1 then the given below Theorems hold true 

when conditions 1) and 2) are fulfilled. 
Let x. (t), u. (t) be a solution of the optimal problem, t. be an optimal time, 

a. = x. ( 0) be a begin of the optimal trajectory; f.Lj E Z j, j = 1, 2 be some vectors, 

JL; be some number. Let us define an absolutely continuous on [ 0, t 1 ] function 

p(t,w) and Hamiltonian H(t,x,u, p) by means of relations 

(A. SO) 

(A.81) 

Theorem A.lO. There exist such number f1J and vectors f1t EZ1 , f12 eZ2 that 

for the optimal trajectory the relations 

3 

LiflJ;tO, JL; ~0. flt ~Oz,• (f12,q2)=0 (A.82) 
i=l 
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MH(t.,x.(t.~u.(t. -o),p(t.))= 0 (A.83) 

hold true and the following maximum principle 

MH(t.,x.,u., p )?. MH(t,x,u,p) 

holds true for all continuity points u. ( t) ; t E [ 0, t 1 ] and all u E U . 

Let us analyze more simple cases. 

(A.84) 

Theorem A. H. If the time t 1 is fixed then the conditions (A.82), (A.84) hold 

true, and all continuity points u(t) belong to the interval [o,t 1 ]. 

Theorem A.l2. If there are no constraints q1 , q2 and the time t 1 is fixed then 

in Eqs. (A.81) it should be considered that J!:J = 1 and 

(A.85) 

The proof of Theorems A.lO - A.12 is based on the abstract theory of the 
optimal control [139] and it is given in full in [138]. 

A.6 
Main Theorems of the Diffusion Approximation Method 

Let us give the construction scheme for an approximated solution for stochastic 
systems reduced to the standard form with one rapidly rotating phase. 

Let us beforehand remind some definitions [45]. Let us consider a probability 
space (n,:f,P) where Q = {w} is a space of elementary events, :f is a a-algebra 

of subsets from Q; P is a probability measure on :f{P(Q) =I). A random process 

s(t) = s(t,W) at each moment tis treated as :f- measurable value. Denote with :i, 

the smallest a-algebra with respect to which the random values s(s,w) are 

measurable for all t ~ s. (If there are no ambiguity, the argument w can be omit
ted.) 

Let us define the random process f(t) with the following properties [179]. The 

function f(t) differs from zero only for some finite interval t e[O,T], is 

:t, -measurable and sup Mlf(t ~ < oo ( we will denote f( t) EM ). 
r 

Let us call a function f(t) right-bounded (in mean) if Mlf(t + 8)- f(t ~ -7 0 

for 8-7 0. 

Consider an operator 1 with the definition domain D( 1) [ 17 4, 179]. We will 
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consider that f eD(2) and 2J=g; iff, gEM and 

lim Mls-' ( M,f(t + S)- f(t) )- g(t \I= 0. 
0--+oo ~ 

(A.86) 

Here (and below) M,t(s) = Mf(s ~F,, t $ s. 
It follows, in particular, from the definition (A.86) [174] that 

t+/5 

M,f(t+S)- J(t)= J M,2J(u)du. (A.87) 

Let xe(r) be a solution of the disturbed system 

(A.88) 

where the function Fe(x.s) is continuous and bounded, and ~(r) is a right

bounded random process. Let, further, f(x) be a continuously differentiable finite 

function (i(x) eC,) and r(r) = f(xe(•)). It follows from (A.86) that 

In a more general case, when r(r)= f(r,xe(r)), 

lr(r)=lJ(r,xe )+ J;(r,xe )F(r,xe), 

(A.89) 

(A.90) 

(A.91) 

the equality has the sense of (A.86), x is treated as a fixed parameter (in other 

words, the operation 2r is analogous to the partial differentiation with respect to 

r). 
Let us define the diffusion process x0 ( T) as a solution of the stochastic dif-

ferential equation 

(A.92) 

Let .l be a generating differential operator of the process x0 ( T) written in the 

form (4.11). Then from (4.10)- (4.13) we have 
r+a 

Mrf(x0 (T+u))- f(x0 {r))= J M,.lf(x0 (u))du. (A.93) 

Eqs. (A.87) - (A.93) show the computation method for functionals on tra-
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jectories of the systems (A.88), (A.92). Let us formulate conditions of closeness 
for functionals determined on trajectories xe(r) and x0 (t). 

Theorem A.13 [ 17 4, 179]. Let 
1) there exist a unique solution x0 ( t) ofEq. (A.92); 

2) fo (x) E R1 be a sufficiently smooth function with a compact carrier; 

3) for each T < 00 there exist such function r eD(1) that for 0 < E ~Eo' 

O~t~T 

sup Mlr(-r}l < oo, (A.94) 
r.£ 

lim Mlr( -r}- fo(x,( -r}'~~ = o, 
E--+0 ~ 

(A.95) 

lim Mlf[M,1J'(u)- M,..1f0 (xe(u))}t4 = 0; 
£-+0 

e 

(A.96) 

4) a succession x e ( t) be weakly compact in D n [ 0, oo) for 0 < E ~ E0 and 

x,(O)= x0 (0)= a. 

Then the succession xe(-r) weakly converges for E ~ 0 to the diffusion pro

cess x 0 (t), i.e., a solution ofEq. (A.92). 

As was shown in [179], conditions of Theorem A.13 can be weakened by a 
replacement of xe(t) with a respective truncated process x: (t)= xe(tP,N. Here 

1JN = {t.lxe(-r}l ~ N;O,!xe(-r)l > N}. (An assumption on a weak compactness of the 

process allows a transition to the limit for N ~ oo with a help of standard consi
derations.) 

Let us give a method for a construction of the operator .L in a particular case of 
the system which has the form 

x=EF(9,x,5(9))+e2G(x,9), x(O)=a eR., 

8 = w(x)+di(9,x,5(9))+ e 2D(x,9), 

9(0)=0' 9 ERI. 

(A.97) 

Here E is a small parameter, a frequency w(x) ~ w0 > 0, ~(t) E R1 is a random 

excitation; it is supposed that MF(9,x,g(9)) = MH(9,x.5(9)) = 0 for fixed x. All 

the following transformations are carried out formally; the constraints for the 
system coefficients for which these transformations hold true [conditions (a) and 
(b)] are given below. 

Let x(t, E)= xe ( t"), t" = E2 t , be a solution of the system (A.97). Let us define 
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for the trajectory x, ('r) some sufficiently smooth function f' ( 1:) = J(x.(-r)) and a 

,trunCated" functiOn r" ( 'J:) = f (x £ ( 'J:) )rJN . Let US eXpreSS f'N ( 'J:) in the form Of 

an expansion 

(A.98) 

where x, =x,(1:), 9, =8,(1:). Then 

2J£N(•) =[£- 1 (/~J +~6/,)+(!,:F +wH26 / 1 + J;:G+~6/2 ) 

+ E(/{J +wH]6j 2 + /,:G +wD26 / 2 )+£2{!{p +wD26 f2 )~N. (A.99) 

Following [179], let us construct / 1 and / 2 in such a way that secular (with res

pect to 9) terms are excluded from coefficients by £ and £ 2 • Let us write 
~ 

/, (9,x) = W- 1 (x)f~x(x)J M 9 F(u,x,S(u))du. 
0 

Let us show that Mlf ~x F + al21d,l = 0 . According to the definition, 

18 / 1 (9,x) = w-'(x)f~Jx) lim [M 6 j M 6+6 F(u,x,S{u))du 
.5-->0+ 8+8 

- [ M6 F(u,x,S(u))du] 

(A.lOO) 

[here and below the equalities have the sense of (A.86)]. From the properties of the 
mean value [ 45] it follows that 

6+8 

26 / 1 (e,x) = -w-1 (x)f~x(x) lim J M 6 F(u,x,S{u))du 
o~o+ 9 

= -w-'(x)f~Jx)F(9,x,5(9)). 

Thus, coefficients by £-1 in the extension (A.99) turns into zero. 
In the analogy with above we can construct 

/ 2 (9,x)= w-'(x){J[ M 6Q1 (u,x)-MQ1 (u,x)}tu- J[MQ1 (u,x )- Q; (x) ]du 
6 0 

+ f~J[M6Q2 (u,x)- MQ1(u,x)}tu- f~J[MQ2 (u,x)-Q2 (x)]du} = 
0 0 

= w-'(x}[I1 (e,x)- S1(9,x)+ 12 (9,x)- S2 (9,x)], (A.IOI) 

where 
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~ 

Q1 (u,x) = .t;:(u,x )~(u,x,S(u)) = I M .[!;_.(x)F1(z.x.S(z))t _. dzF(u,x,S(u)), . 
Q2 (u,x) = -F1 (u,x,S(u))H(u,x,S(u)) + G(u,x), 

F;(u,x,5) = W- 1(x)F(u,x,5), 
- ) T+lo 

Q/x)= lim- I MQi(u,x)du 
T-->ooT ,, 

(it is supposed that the limit exists uniformly with respect to t ~ 0, x E S , S is a 
bounded domain in R. ). 

Accounting for the properties of a conditional mean value [ 45], 
- } T+to <>e~ 

Q1(x) = ~~ T I d8 I M{[!;_.(x)F1(u,x,S(u))]_. F(8,x,5(o))}du. 
'• 9 

(A.I02) 

If the function F is differentiable with respect to x, then Eq. (A.l02) can be 
reduced to the form 

where 
I T+r0 oo 

K(x) = lim- J d8J K(u,8,x )du, 
T-+oo T 

'o 9 

) T+to oo 

A(x)= lim- I d8JA(u,8,x)du, A=aa', 
T-->oo T 

,, 9 

K(u,8,x) = M[F1_.(u,x,S(u))F(8,x,£(8)) ], 

A(u,8,x) = M[~ (u,x,S(u))F'(8,x,5(e))]. 

Substituting (A.lOO) into (A.IOI), we will get 

2£ fEN ( r) = [(..t + ER1 + £ 2 RJfo(x£ )}ryN, 
where 

a 1 B2 

..1=b'(x) dx +2TrA(x) d2x, 

b(x) = K(x)+ Q2 (x), 

(A.103) 

(A.104) 

(A.l05) 

(A.l06) 

R1 , R2 are operators corresponding to coefficients by e, e2 in Eq. (A.99). 

The function f 2 is constructed in such a way that the components depending on 

e in a coefficient by e0 tum into zero; a proof is analogous to the estimation of the 
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coefficient by E-1 • Conditions of Theorem A.l3 are fulfilled when 

(A.l07) 

for ixl ::; N . Let us formulate requirements to coefficients of the system providing 

the fulfillment of the conditions (A: 1 07). 
Let the following conditions hold true: 
(A) the functions F. H can be presented in the form 

F(O,x,£(0))= F0 (0,x);(O), 

H(O,x,;(e))= H0 (B,x);(o), 

random disturbances s( 0) belong to one of two types: 

a) £{0) is a stationary right-continuous normal Markov random process; 

b) s(e) is a bounded with probability 1 (ls(o)i < k) stationary process satis

fying the condition of the uniformly strong mixing [27]. 

(B) coefficients U = (F0 ,H0 ,G,D) and the frequency w(x) satisfy the condi-

tions: 
1) the functions U are measurable with respect to 0 for e ;::>: 0 uniformly with 

respect to x E S in any bounded domain S c R.; 

2) the functions U, ware continuous with respect to x for all x E R. uniformly 

with respect to e ;::>: 0 ; 
3 )derivatives of the functions F0 , H 0 , w and the second derivatives of F0 , w 

with respect to x are continuous for x E R. and bounded for x E S uniformly with 

respect to 0 ;::>: 0 ; 
4) the limits (A.l04) exist uniformly with respect to xES, t0 2': 0. 

Let us specify conditions (A). Suppose for the sake of simplicity that s{B) is a 

scalar process with a correlation function K { z) . Then the following conclusions 

hold true. 
a) for a normal Markov process 

M 11s(u)= M£(u~£(B)= x(e-u);(o), e::; u, 

M 11s2(u)- K(O) = X2 (0- u)(£2 (0)- K(O)), 

M11s(u, )S(u2 )- K(u2 - u,) = x(u2 - u, )M(s2 (u, )- K(O)), 

Here x(t) = K(t )/ K(O). Accounting for the properties of higher moments of the 

normal process, it is easy to get an estimate 
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(A.108) 

where mki E [ 1, n], k = 1, ... , n, constants c i depend on values Mjs( 9 f . A sym

bol ( f denotes the centering operation for a random value: lslo = S - M S . 
Analogous estimates remain for vector random processes. 

Accounting for exponential type of decrease for the functions jx(r ~ for Markov 

processes we can write 
~ 

Jixm(t)jdt < oo, m> 0. (A.l09) 
8 

Using (A.108), (A.109), it is easy to obtain that for normal disturbances and 
under the fulfillment of conditions (B) for xES, 9 ~ 0 

(A.llO) 

b) For processes satisfying the condition of the uniformly strong mixing, the 
estimates [27] 

MjM9S(u~~c1 a(u-9), 9~u. 

MIM9S(<)s(u2 )- K(u2 - u1 ~ = c2a1' 2 (u1 - 9~ 1' 2 (u2 -u1 ), 

9~u1 ~u2 , 

(A.lll) 

hold true, where the function a(9), which diminishes for 9 ~ oo, is called a 

coefficient of uniformly strong mixing, y = 1/ ( n - I), the constants c" depend on 

MjS(9f ~ k". It is supposed that a(9) satisfies a condition 

(A.ll2) 

At the estimation of terms in (A. I 00) only the moments of the order not higher 
than 3 are left, so the condition (A: 112) should be satisfied for y = I/2. 

It is obvious that the estimates (A. II 0) hold true for our assumptions. 
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Let us estimate the detenninistic tenns sl • s2 . 
Consider MQiu,x)= MQi(a/e2 ,x) and suppose that the functions 

MQAa/e 2 ,x) are unifonnly integrally continuous fore -7 0, i.e., that there exist 

limits 
- ] 4'o 

Qi(x)=lim-JMQi(a/e2 ,x)da 
£->O fPo o 

(A.113) 

unifonnly with respect to x E K , (/)0 > 0. If the functions Q /8.x) are periodic or 

unifonnly quasi-periodic with respect to 8 then it can be easily shown that for all 

fPo >0 

I1(MQAa/e 2 ,x)-Q)x)}tal ~ cE2 , c = const. 

It follows fonn (A.113), (A.114) that 

lsi(8,x~<oo, j=l,2, 

(A.ll4) 

(A.ll5) 

unifonnly with respect to x E S , 8 ;;:?; 0 . Thus , in the given domain of the vari
ables 

(A.ll6) 

In analogy with the above considerations it is easy to obtain 

(A.ll7) 

It follows from (A.115), (A.ll6) that the requirements (A.94) - (A.96) of 
Theorem A.I3 hold true. The weak compactness of the succession x,{'r} and the 

existence of the solution x0 {'r} for the finite interval T e[O,T) are proved in the 

same way as in [179]. 
Thus, the following Theorem holds true. 
Theorem A.l4. Let 
I) functions F. G, H, D satisfy conditions (A), (B); 
2) the solution of the system (A.92) corresponding to the operator (A.I06) exist 

and be unique for any initial conditions x0 ( T} = x, ( T) = a E S . 

Then on the interval 0 ~ T ~ T the process x,(t")- the solution ofEq. (A.IOI) 

- weakly converges for E -7 0 to a continuous with the probability 1 Markov 
process x0 ( t") - the solution of Eq. (A.92). The coefficients b{x) and 

A = a(x )a'(x) are calculated with the use ofEqs. (A.l04). (A. lOS). 



www.manaraa.com

A.6 Main Theorems of the Diffusion Approximation Method 253 

The process x0 (r) will be called a limit Markov (diffusion) process and Eq. 
(A.92) will be called a limit stochastic (diffusion) equation. 

Theorem A.l4 serves as a generalization of the Theorem 5 from Chapter 4 in 
[ 179, p. 83] for a case of systems with a rapidly rotating phase. 

Remark 1. Theorems A.l3, A.l4 give a method for an approximated calcula
tions of the functionals for the trajectories of the disturbed system (A.97). In a 

particular case of the functionals of the form V, = M 0.,q>(x,( r1 )) it is possible to 

construct a direct estimate of the closeness of V, to V0 = M o.e<P( x, ( r 1 )). Let us 

prove that 

jv, - V0 1 ~ Ce, (A.ll8) 

where Cis a constant which does not depend on£, 0 ~ r1 ~ T, q> E R1 • 

It follows from conditions (B) that coefficients of the operator .t are continu
ous and continuously differentiable with respect to x in any bonded domain 
lxl < N . Let us additionally suppose that the operator .t is uniformly parabolic 
[95] in the domain under study and satisfies the regularity conditions [ 129]. Then 
there exists a unique solution x0 ( r) of the limit equation (A.92) determined for all 

r ~ 0 (with probability I) [129]. In other words, the diffusion process x0 (r) is 
regular, i.e., its trajectory does not leave any bounded domain in a finite time. 

Let us construct the function f(r,x) as a solution of the Cauchy problem 

(A.ll9) 

Let q>(x) E C4 be a function with a compact carrier determined for a set 

lxl < N . If the operator L possesses the above mentioned properties then the so

lution of the problem (A.ll9) exists and f(t,x)EC2•4 in the given domain. And 

!( r, x) = M o .• <P(x, { -r1 }) (Section 4.1). 

If the process x, ( r) ED J 0, oo) then there exists such value r M that 

f(r,x,(-r))EM for 0~-r~r1 ~'l'w Then, accounting for (A.87), (A.98), 

(A.l 05) and also considering the dependence off on r, we can write 

~ ~ 

= I M r..[fu(u,x,(u))+ .tf(u,x,(u))}lu+ £I M r.yp(u, y,(u),e )tu. (A.l20) 

The following notation is used in (A.l20): x,(r)= X' e,(r)= e' (e,x)= y' 
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(e, ,x,) = y E Rn+t, F and pare respective rest terms in (A.98), (A.l05). 

It follows for (a.ll9) that the first term in the right-hand part of (A.l20) 
becomes zero. Thus, accounting for (A. I 07), we can write 

(A.l21) 

where C1 > 0, C2 > 0 are constants that do not depend on £. On the other hand, 

we have form (A.ll9) !( r 1 ,x,( r1 )) = q>(x,( r1 )). Thus, 

Considering r = 0 , x = a , we get 

~c -V0 j$e[C1 +C2 r1 ]. 

i. e, the estimate (A.ll8) holds true. 

(A.l22) 

(A.l23) 

Strictly speaking, all the transformations hold true for ,truncated" processes in 

the domain jx,(r)j < N. Using the Chebyshev inequality [45], it can be easily 

shown that from the regularity of x0 (r) and estimates (A.l22), (A.l23) follows 

the regularity of the process x, ( r) (the proof can be constructed in the same way 

as in Theorem 4.1 from Section 3 in [129]. Thus, the estimate (A.l23) remains 

true for all finite values of r 1 ). 

The estimate (A.l23) was obtained in [ 153, 190] for systems in the standard 
form for more strict constraints for the system coefficients). 

Remark 2. The system in the standard form can be treated - as for a determi
nistic case - as a particular case of systems with a rapidly rotating phase 

(A.l24) 

All the statements of Theorem A.l4 remain true. Coefficients of the limit dif
fusion equation (A.92) can be still calculated with the use of Eqs. (A.IOI) -

(A.l04), (A.l06) (for 8=t). Here Q2 =G(t,x) and Eqs. (A.IOI)- (A.l04), 

(A. I 06) coincide with relations from [ 132]. In particular, if the components F;j of 

the matrix F0 and G; of the vector G are periodic with respect to t with a period 

T0 , £(t} is an n-dimensional stationary random process with a zero mean and a 

correlation matrix K(u), then coefficients b;, a;j are calculated in accordance 

with relations from [132] 

(A.l25) 
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( ) ~ 1 :r:I, Io dF;,(s,x) ( ) ( ) K; x = .~ T ds dx Fjm s+u,x K,m u du, 
J.r .m=l o -oo J 

n 1 To oo 

a;j(x) = L -Ids IF;, (s, X )Fim (t,x )K,m (t- s )dt, 
r.m=l To o -oo 

(A.l26) 

Here K rm (u) = M[s (t + u)5,(t)] are components of a correlation matrix K(u). 

If the coefficients F0 , G depend on the ,slow" time r, F0 = F0 (t, r,x), 

G0 = G0 (t, r,x), then the variable rcan be determined from the equation i = e 2 • 

And coefficients of the limit diffusion equation ( 4.31) are determined by Eqs. 
( 4.32)- ( 4.34). 

Remark 3. It can be easily shown that the stochastic variant of Theorem A.4 on 
the partial averaging holds true. 

Let the coefficients F, G of Eq. (A.ll9) satisfy the conditions of Theorem. Then 
the solution xc ( r) of Eq. (A.ll9) weakly converges on the interval 0 ~ r :5 T (for 

e ~ 0) to the solution x0c ( r) of the stochastic differential equation 

(A.l27) 

where coefficients K, a are calculated with the use of Eqs. (A.l04). And the esti
mate (A.ll8) remains true. It is obvious that in the case of the partial averaging 
only the variables depending on the random disturbance are transformed. 
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